
-.' V L M I . .

REEACHAN DEVLOMEN ;

S I U P RT O H 4:, •

0UFCECEISR •BRNH."4.

4- 4,4

,~. 44

4 .4. 4,.,• . i- .- 41 ,4



G}C-TR-88-1639

VOLUME I

RESEARCH AND DEVELOPMENT

IN SUPPORT OF THE

SURFACE CHEMISTRY BRANCHI
FINAL REPORT

PREPARED FOR

NAVAL RESEARCH LABORATORY

4555 OVERLOOK DRIVE, S.W.
WASHINGTON, D.C. 20375-5000

UNDER CONTRACT NUMBER N00014-86-C-2096{ DTIC
PREPARED By ELECTE

GEO-CENTERS, INC. iJs0 8 1  0
7 WELLS AVENUE

NEWTON CENTRE, MA 02159

JUNE 1988

~ ~ Jw ~GEO-CENTERiS, INC.

(Ao *aak11* 4:t.



*UNCLASSIFIED
SECURITY CLMSIFICArION OF rI41 PAG3E

r - REPORT DOCUMENTATION PAGE
)a. REPORT SECURITY CLASSIFICATION 1b. RESTRICTIVE MARKINGS

UNCLASSIFIED.___________________

:EUIYCAS1FCTO AUTHORITY J . :DISTRIBUTION/ AVAILABILITYOF. REPORT

91CAT DOWNGRAýýDING tSCHE'DULE

S 4. PwRIGORrGANiIZATION. REPORT NUMBER(S) S. . MONITORING -ORGANIZATION REPORT NUMBER(S)

GC-TR-88-1639

k 6&. NAMAE OF PERFORMING ORGANIZATION j6b. OFFICE SYMBOL 7a. NAME OF MONITORING ORGANIZATION

* GEO-CENTERS, INC. Cod 6170~'

6r A00RIES (Cty Stft an ZIP ~ o 617 7b. ADDRESS (City State. and'ZIP Code)

7 Wels Avenue
Newton Centre, MA 02159

S&. NAME OF FUNDNG /SPONSORING T8b. OFFICE SYMBOL 9. PROCUREMENT INSTRULMENT IDENTIFICATION NUMBER

Na1 a 'Resarch aboraor iCode-; 70 'Contrpc~t Ntsmher Nflflf14-AA-c'.7n99
S.ADDRESS (City, State, adZIP Code) 10. SOURCE OF FUNDING NUMBERSh 4555 Overlook Avenue, S.W. PROGRAM PROJECT TAS WORK UNIT
Washington, DC 20375-5000 ELEMENT NO. NO. N.ACCESSIN NO.

111. TITLE (Include Security ClaWsilication)

Research and Development in Support of the Su .rface Chemistry Branch (U)
* 12. PERSONALAUHRS

D'. .Ballantine
13a. TYPE OF REPORT 13b. TIME COVERED 114. DATE OF REPORT (Year. Month. Day) S. PAGE COUNT
-Final IFROM 12/85 TOA.4Lj June 1988 750

16. SUPPLEMENTARY NOTATION

17. COSATI, CODES 8. SUBJECT TERMS (Continue on reverse if necessary and identify by block number)
FIELD GROUP SUB-GROUP Surface analysis, surface modification and tribe-

logical characterization, chemical microsensors,
air Ourification and detection. el r

19. ABSTRACT (Continue on reverse if necessary and identify by block number)

GEO-CENTERS, INC. programs in support of the Naval Researc TL 'oe tor-y
Surface Che~mistry Branch of the Chemistry Division have ad~dressed problemsE delingwith the properties of arnd chemistry occurring on/at surfaces and
'interfaces.' Of particular interest to the Navy are the programs and advances
.scr-ibed below:

Modified -ceramic and metal surfaces demonstrated significant improvements
in tribological characteristics such as friction and wear resi~stance-. 111
addition to the characterization and analysis of these materials, a -'argeIJ materials database was comp .ied.- This inf6rniat:.i6n'will' assisý in-identifyi~ngj
important factors affecting strcss propagation and tribological performance,
and will aid in the development of models.. -

(,Continued on back of sheet)
U I 20. DSTRI9UT1ON/A'/AiLA18ILiTY OF ABSTRACT 21. ABSTRACT SECURITY CLASSIFICATION

"I 9IUNCLASSIFIEDAIJNLMITED 0 SAME AS RPT. 0QOTIC USERS I TM'TARR1'1IFIE

N2% NAME OF RESPONSIBLE 1*40IVIDUAL .- 22b. TELEPHONE (include Area oe 22c. OFFICE SYMBOL
Dr. James S. Murda'j , (202) 767-3550 oe~Code 6170

DO FORM 141n, 84 MAR 83 APIR edition may be usetl until exhausted. SCRT LSII~INO HSPGN~j All other edition% are obsolete. UNCLASS I FIED



UNCLASSIFIED
SEC..UA." ¢ A•SrgCATI 0P4 OF THIS PA.GE

18. kinetics and interface chemistry.

"1 _ .chemical microsensors, both SAWs and optical waveguides were
evaluated with'r~speCt tO sensitivity, selectivity, and reproducibil-

.... ity..'" .Appli.cation. of "these sensors-for the.detection of specifi-.
vapors was demonstrated. A model based on solubility interaction
effectively predicts SAW coating behavior. In the area of decontami-
nation, various charcoal substrates were evaluated, and models were

developed to predict adsorbent behavior and performance.)

.The effects ol interfaces on electron transport wer "investigated.

Instrumentation and software were developed to identij# electron
transport mechanisms in transition metal complexe"; . Such complexes
will be used as catalysts in the oxidation/red tion of toxic dis-
solved gases.

A@Ueooim Forz

XTIS R&
DTIC TAB
Unannounaed 1
Juistilloation

Dlstribution/
Availability Codeg

IAvai"Ia-d/oz.

Dist Speoial

\ 4,
1COPY I'll,

UNCLASS IFIED

51ECUN.ITY CLASSIFICATION OF 1•,% "#*,; C

* * ' *.



• i.o

T TBLE OF CONTENT'S

Sectio~n.

I. SURFACE MODIFICATION AND ANALYSIS. ............... 4

A. Friction/Wear Characterization of

Tribological Mat rials ........... ....... .... 4

1. Ti-Implanted Engineering SiC and Si 3 N4  .. 5

2. Carbon and ron Implanted Ti-6A1-4V .6.......6
3. Other Accomp ishments . . . .... ..... ......... 7

B. Surface Analyse and Characterization .... ....... 8

1. Tribological Materials/Superconducting

II Ceramics . .............. ................. 8

2. Surface Modification/Manufacture of

Electronic evices ... ............. .... 10

3. Radiation H rd Devices .. 12

4. Miscellaneo s Program Efforts ......... .... 16

II. DETECTION AND DECON AMINATION . . . ........... .. 20

A. Microsensors and Chemical Vapor Detection ... ..... 21

1. Optical Sen ors ...... .............. ..... 21
2. Automated V por G~neration/Daca Acquisition.

Apparatus ........ .................... ... 23

3. SAW Device/ oating Evaluation ... ......... ... 24

B. Air Purificatio and Decontamination .. ....... .. 32

1. Water on Ac ivated Charcoal ................ 33

2. Adsorption sotherms for CW-Agents ........ .. 34

3. Fixed-Bed A sorptive Reactor . . ........ ... 35

GEO-CENTERS, INC.
*..} *



,I

TABLE OF CONTENTS, cont'd

Section Pag••

IIII. SOLUTION ELECTROCHEMISTRY..........................36
A. Intermodulation Interference Studies (LOCUS) . . . 36

B. Solution Electrochemistry ..... ........... .. 36

1. Data Acquisition/Control Software

for CARY 2390 ...... ................. .. 37

2. Electron Transfer in Transition Metal

Complexes ........ ........................ 38

3. Spectral Analysis of High-T Superconducting

Ceramics ......... ................... 40

.1 NMR Results ............ ................... ... 43

IV. TOXI-LAB STUDIES ... ................ ........... 67

A. Introduction ......... ................... 67

B. Results ............... ................... 68

1. Toxi-Lab A - Basic Drugs ... ........... .. 70

2. Toxi-Lab B - Barbiturates .... .......... .. 72
3. Benzodiazepines ...... ................ .. 72

C. Conclusions .......... .................... 74

APPENDIX A

APPENDIX B

APPENDIX C

APPENDIX D

APPENDIX E

MjO

i i GEC-CEN TERS, INC.



S ..... INTRODUCTION

In support of Naval Research Laboratory (NRL) Contract

Number N00014-86-C-2096, GEO-CENTERS has met all technical

requirements and sumimarizes results in this report. During the

period of performance, December 31, 1985 through April 30, 1988,

work was carried out at the Naval -Research Laboratory in the

Chemistry Division and the Electronics Technology Division. The

majority of this work has subsequently been the subject of

numerou3 publications, reports and presentations at scientific

meetings.,

The individual research projects in which GEO-CENTERS'

technical staff members have been involved under this contract

can be organized into four general areas, which are described

below. More detailed discussions relating to progress and

accomplishments, as well as listings of relevant publications and

presentations, are included in the body of this report.

J (1) Surface Modification and Analysis. Work' in the

Chemistry Division centered on the modification of metal and

Sceramic materials to improve' the' tribological performance of

these materials. Work performed in the Electronics Technology

Division involved the analysis of mcdified materials and surfaces

for use in electronic devices. In addition, GEO-CENTERS-'

personnel maintained the Chemistry Division Cemeca Ion Microscope

.. facility and performed -numerous analyses in support of these

programs.

(2) Detection and Decontamination. The majority of work

has involved the development and evaluation of detector

1 GEO-CENTERS, INC.
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technologies, including optical wave guide sensors and surface

acoustic'wave (SAW) devices. A vapor generation/data acquisition

apparatus was constructed, and detailed data reduction software

was developed and implemented, which significantly increased the

research capabilities of the technical staff. In addition, SAW

device coating responses were analyzed to elucidate vapor/coating

interaction mechanisms. This information is useful in the

selection and design of new coating materials for specific

applications. In the area of decontamination,, the use of carbon

bed collectors was investigated. Models were developed to

describe the adsorption behavior of activat. charcoals and to

identify the affect of changes in ambient conditions, such as

relative humidity, on the adsorption of chemical vapors.

(3) Solution Electrochemistry. One area of particular

interest is the development of electrochemically active

transition metal complexes for the catalytic

conversion/decomposition of dissolved gases, such as CO 2 . In

support of this effort, sirnificant software developments made it

possible to investigate the electron transport kinetics and

mechanisms of a model system. Studies on transition metal

complexes have produced information which will be useful in the

production of future catalytic systems for use by the Navy. In

conjunction with research personnel from LOCUS, a program to

investigate intermodulation interference effects was carried-out.

The results of these studies are also discussed briefly, with

supporting documentation included under separate cover.

(4) Toxi-Lab Studies. The Navy is currently investigating

a number of methodologies which will provide rapid and accurate

evaluation of urine samples for the major classes of drugs of

GEO-CENTERS, INC.



A.. buse... Although -lacking. somewhat in sensitivLty tto, ,some....

analytical procedures, thin layer chromatography has proven to be

extremely practical as a technique for screening a broad spectrum

of drugs. As a part of supplementing the capabilities of the

'Navy to detect, and quantify illicit drugs, thin layer

chromatography was used to examine samples for the presence of,

these substances. The technique of choice involved the

application of a commercially available product called TOXI-LAB,

which is a two-system thin layer chromatographic screen for over
250 of commonly prescribed and often abused drugs. The choice of

this product was made because of its relative low cost, speed,

and ability to detect the large number of substances, in an

effort to supplement the detection capabilities of the Navy Drug

Screening Laboratory (NDSL) in Norfolk, VA. These investigations

I * were not conducted to determine the efficacy of the technique, or

the quality of this particular product.

3, G F - E M I IN .
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I. SURFACE MODIFICATION AND ANALYSISI

A. Friction/Wear Characterization of Tribological Materials

Modified surfaces are currently being investigated by the

Navy for a variLty of applications. Of particular interest is

the improved wear and friction properties of materials. GEO-
1 CENTERS' technical personnel have been involved in both the

preparation of modified surfaces and in the testing and

evaluation of modified materials during the period of

performance. Efforts in support of the NRL program have resulted

in over five publications and/or presentations in these areas.

The work performed in support of this task involved theI direct preparation, modification and testing of surfaces. Other

work performed by GEO-CENTERS' personnel involving the analysis

of modified surfaces using the Cameca Ion Microscope and other

surface analytical techniques is described in detail at the end

of this section.

I Materials that have been tested to date include a variety of

ceramics, such as silicon nitride (Si 3 N4 ), silicon carbide (SiC),

and aluminum oxide (AI 20 3 ), as well as silicon crystals, metals

and metal alloys. Surfaces were modified by ion beam enhanced

Ii deposition (IBED), by ion implantation, and by the formation of

IJ surface layers by sputtering (TiN) or by crystal growth (SiC on

Si). These materials w*,re prepared by polishing and other

appropriate techniques and were subsequently testcd using a

variety of methods. Typical testing included evaluation of

hardness (crack propagation), toughness (.ndentation), stress,

and relative wear resistance (friction/wear, stick-slip, and pin-

Ii on-disk).

IME
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These.,materials .were implanted or modlfied at buth. elevated..

temperatures (900"C) and at room temperature. Implantation

usually was performed until a high dosage level was achieved.

The effects of these parameters on the material surface

properties were then determined. Significant resilts of

investigations on these materials will be discussed in detail

below. Other significant accomplishments achieved during the

period of performance will also be presented and discussed.

1. Ti-Implanted Engineered Si 3 N4 and SiC

Most research in the area of tribological properties of

ceramic materials has focused, on single crystal ceramics.

Engineering ceramics, however, usually include more than one

phase, such as glasses, sintering agents, or milling impurities,'

which affect the surface mechanical properties. Studies were

undertaken at NRL to identify ion implantation treatments that

would improve the surface mechanic.al properties of these

materials when exposed to an oxidizing environment (1,2).

Titanium ions were implanted to a high dose (near 50 at. %

peak concentration) at both room temperature and at 900"C. The

resulting surfaces were then evaluated using Knoop and Vickers
hardness testers. Implantation at room temperiture resulted in

softer surfaces, lowering indentation fracture .toughness values

foir Si 3 N4 by 20%. While the resulting surfaces- exhibited lower

indentation fracture toughness, crack propagation was reduced du'e

--to the closing of cracks and pores in the surface microstructure.

Hot implantation also reduces indentation toughness, but without

the accompanying decre~ase in surface hardness. Both implanted

and non-implanted surfaces became embrittled when exposed to high
temperature under vacuum conditions. XPS studies indicate that

this may-be due to a depletion of subsurface oxygen.

GEO-CENTERS, INC-
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These Si 3 N4 ,samples were further studied., Composition vs.

depth profiles were obtained by RBS, a quantitative non-

destructive depth profiling technique, and microstructures were

examined by TEM and diffraction. Results indicate that Si

concentration was considerably reduced at the Ti peak depth, but

was enriched near the surface. These results were interpreted

using a Si-Ti-N ternary phase diagram (3).

2. Carbon and Boron Implanted Ti-6A1-4V

Titanium and engineering alloys of Ti are known for their

poor wear resistance. Improvement in the tribological properties

of these materials has been observed as a result of N; ion

implantation. Studies performed at NRL have focused on the use

of two other interstitial implart species, boron and carbon (4).

The titanium boride and titanium carbide surfaces that were

formed as a result of high dose B+ and C+ implantation were

examined for wear resistance and other performance parameters.

Results of surface analysis show that the implantation of Ti-6AI-
4V with carbon or boron to a very high dose produces a thick

implanted layer with nearly uniform carbon or boron distribution.

High dosage C+ implants produced a continuous TiC layer which

exhibited the largest observed increase in wear resistance of the

implants studied. This C+ implant requires less than half the

dose than that required for B+. Even the B+ implantation

provided substantial improvement in wear resistance vs. untreated

Ti-6A1-4V. In addition, the B+ implantation process produced an

amorphous matrix, which may be beneficial in situations where

corrosion accelerates the wear process.

6E 6 ~GEO-CEWTERS, INC.



Included in Appendix A are copies of published papersthat

GEO-CENTERS. contributed to. during the period of performance of

this contract.

Ii 3. Ote Accomplishments

S" •nlun dedition toppen preparatio, copestingo anlihd evlation ofht ..

sample materials, GEo-CENTERS' personnel have been involved in

other support activities. One of the more signif icant tasks
involves the development of a materials testing datarbase. This

data base was produced using Super Calc-4 with the intention of

organizing the large set of existing data into an easily

manageable, logically ordered data base. This data base can be

utilized for the rapid retrieval of data (from 1980 to the
present) relating to specific material constants, such as

Hertzian stress, or hardness/fracture information. Such a system

will facilitate the interpretation of data and the generation of

reports and publications. In addition to the data base, several

spread sheets have been created for the organization and storage
of data.

Another task in progress involves the use of XRF and

SMichelson Interferometry to. determine the coating thickness of
as-deposited and worn MoS 2 films. XRF data could be used to

determine the relative percent of film to underlying substrate by

examining the S+Mo(film)/Fe(substrate), Ni (film)/Fe(substrate),

and Mo(film)/Fe(substrate) ratios. For the excitation wavelength

-(40 keV at .492 A) the depth of penetration of the X-rays is much
greater than the film thickness. Therefore, the S+Mo/Fe and

l ,Mo/Fe ratios are directly proportional to film thickness. The

constant of proportionality was determined from RBS data on MoS 2

I films.

" 7r
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A comparison was made between worn and as-deposited MoS2

El films. XRF data indicated a difference between the two films of

1. 1 um. A film thickness difference of 1.1 um was also

Ii calculated calculated using MI results. Thus, XRF is a-

plausible, non-destructive method for the rapid determination of

MoS 2 film thicknesses.

B. S-arfa-e Analyses and Characterization

GEO-CENTERS' scientists have assisted in the research

efforts of t he Navy relating to surface modification and surface

* Janalysis. The results of efforts into the determination of

tribological performance characteristics of modified and

31 unmodified surfaces have been discussed in detail under the

heading of friction and wear. Some additional analysis of

tribological materials will be discussed here.

In addition to the analysis of tribological materials, there

I} has been significant support for ongoing projects in the

electronics Technology Division of NRL, as well as in the areas

Sof high temperature superconducting ceramic materials. The

results of these analyses will also be included in the followingm discussions.

1. Tribological Materials/Superconducting CeramicsIi In addition to the sample preparation and testing already

discussed, surface analytical techniques were applied to the

* I characterization of these surfaces to determine the depth of

species distribution. This information can be used to evaluate

ii the effectiveness of ion implantation conditions. This data

could also be correlated with microstructures and tribological3; performance to elucidate implantation/redistribution mechanisms,

8I
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__ .. and the resulting wear, characteristics of modified surfaces.

Both modified and unmodified surfaces were studied. Materials of

interest included ion-implanted iron and steel, stainless steel,

i implanted ceramics and chrome-plated nickel.

Other-areas of interest to the Navy include high temperature

ml superconducting ceramic materials. Current investigations

involve the manufacture of ceramic materials composed of Y, Ba,

Cu, and 0. These materials were evaluated both as bulk pellets

and es thin films deposited onto a A12 03 substrate. Surface

analytical techniques are useful in identifying relevant

elemental composition and distributions which may affect

superconductive properties of these materials.

Analyses were performed using the CAMECA IMS-300 SIMS

instrument located in the NRL Chemistry Division. Results of

,U these studies have been detailed in periodic reports.
Representative titles are listed below. Copies of these reports

are included in Appendix B,

I -, SIMS Analysis of Ti-Implanted Steel and Ceramics

- SIMS Depth Profiling of 13 C-Implanted Iron

- SIMS Depth Profiling and Imaging Analysis of
Chrome-Plated Nickel Samples

- SIMS Depth Profiling of 304 Stainless Steel and
Fe/C Steel

U- SIMS Depth Profiling of 1 3 C, 14 N, and 15N-
Implanted Iron

SIMS Analysis of High Temperature Superconducting
Ceramics.U'

IRi
9 GEO-CENTERS, INC.
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2. Surface Modification/Manufacture of Electronic Devices

The Electronic Technologies Division of NRL (ETD - Code

6800) is involved in the evaluation of a variety of electronic

devices, as well as in investigations of novel methods for the

manufacture of these devices. In support of these efforts, GEO-

CENTERS' scientists have performed numerous surface analyses

using the CAMECA SIMS instrument, interferometry techniques,

surface profilometry, and Scanning Auger Microscopy. In some

1 cases, the sensitivity of the CAMECA IMS-300 was not sufficient

for the analyses to be performed, and samples were sent to the US

Army LABCOM at Ft. Monmouth. The LABCOM facility includes a

CAMECA IMS-3f ion microanalyzer capable of performing imaging

j analyses.

Electronic devices usually consist of semiconductor

materials whose surfaces have been modified either by ion-

implantation, by the deposition of a doped semiconductor layer,

or by deposition of a different material. Typical semiconductor

substrates i.nclude GaAs, GaAlAs, InP, and InSb. Another

J substrate material of particular interest in electronic devices

is Si.

Typical dopants used in the manufacture of these devices

include Be and In. Ion-implantation was performed using As, Be,

B, Mg, and N (in Si). Surface modification can be rdadily

achieved using molecular beam epitaxy (MBE) for the deposition of

thin layers of material on a substrate. Studies have been

performed to evaluate the effectiveness of alternative methods in-

producing high quality electronic devices. Methods such as

organometallic chemical vapor deposition (OM-CVD) or

Sorganometallic vapor phase epitaxy (OM-VPE) are potentially

faster and cheaper than MBE.

10 o GEO-CENTERS, INC.
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cd..!n-implantation had been selected as an alternative method,

for the development of p*/n junction diodes. The resulting p-

layer, produced' by Be implantation'of GaAlAs, had to be shallow

enough and highly doped enough for low sheet resistivity, and had

to possess low leakage for photoconductivity. Suitable devices

were manufactured and tested by NRL personnel in ETD. Surface

analyses were performed by GEO-CENTERS' scientists to verify both
the doping levels and layer thicknesses of the resulting devices.

A representative list of these and other studies 'is given

below. Copies of internal reports, relating to these studies are
included as an Addenda to this report.

- SIMS Analysis of Be-Doped GaAs

- SIMS Analysis of Be Distribution in Thermally
Annealed GaAlAs

- SIMS Analysis of Be Distribution in Be-Implanted
Ii GaAlAs

- SIMS Analysis of Be Distribution in as-Implanted
j GaAlAs

- SIMS Analysis of B-Implanted InP and B and As-i Implanted Si

- SIMS Analysis of In-Doped GaAs

- Results of Imaging Analysis of InP Substrate by US
Army LAB-COM, Ft. Monmouth

- SIMS Analysis of Mg Distribution in Mg-Implanted
GaAs

- Determination of As Detection Limit in Si

O- =
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..7 SIMS Analysis,.of.SiC Films on Si

- SIMS Analysis of As Distributed in As-Implanted Si

- SIMS Analysis of Be Distribution in MBE Grown InSb
Films

- SIMS Analysis of Chemically Etched GaAs Films on
GaAlAs

- SIMS Analysis of N-Implanted Si Substrates

- Scanning Auger Imaging Analysis of As in InP

- SIMS Analysis of Boron Implanted Silicon

- SIMS Analysis of Be and Si Distribution in GaAs

- SIMS Analysis of Be Distribution in as Grown InSb
Films

3. Radiation Hard Devices

Another application for modified surfaces is in the

manufacture of "radiation hard" devices. The material of

greatest interest is silicon grown on sapphire (SOS). Tne

analytical technique used in the diagnostic evaluation of this

material is the transmission electron microscope (TEM).

In the process of growing SOS films, crystal defects occur

which affect the quality and characteristics of the resulting

films. One such defect, called microtwinning, plays an important

role in accommodating stresses that accompany the growth of SOS

films. During the contract period, GEO-CENTERS' personnel have

studied SOS films by TEM to determine micrctwin densities and

morphologies in films grown by chemical vapor deposition (CVD)

and by molecular beam epitaxy (MBE). In addition, the effects of

annealing temperatures and growth temperatures on the quality of

12 GEO-CENTERS, INC.



|i
grown films were. evaluated. Detailed.. discussions..of the.h

" "' significant results of these investigations are included below.

m a. Microtwin Morphology and Density for SOS. Despite the

importance of microtwins in SOS growth, few investigations have.

addressed their actual morphology. Some previous 3tudies have

relied on TEM of cross-section TEM samples (XTEM). The XTEM

geometry is useful for studying the silicon/sapphire interface,

and for obtaining a qualitative estimate of defect density as a

function of distance from the interface. It is difficult,

1 however, to assess microtwin morphology in an XTEM sample because
most microtwins imaged in these samples are artificially

Ii terminated by the sample preparation process. In other studies,

plan view TEM (PVTEM) was used for determining microtwin density
profiles in SOS, but density measurements were not associated

with microtwin morphology. Work performed diring the period of

performance has focused on a quantitative determination of the

morphology and volume fraction of microtwin defects, rather than
simply on the number of defects per unit volume (1). The volume

IIl fraction is a particularly useful quantity for describing crystal

perfection in SOS. By obtaining a geometric description of
microtwins in a given sample, the volume fraction can be

measured. Most of the details of microtwin morphology can be

obtained from dark field (DF) images of PVTEM samples. In

addition, stereo-imaging of PVTEM samples in DF can be used to

provide details of microtwin morphology that are not always

.- evident in a two-dimensional micrograph.

It Several interesting observations were made as a result of

these studies. The microtwin volume graction does not appear to

be greatest at the silicon/sapphire interface. Rather, the

'L T
13 GEO-CENTERS, INC.
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_density, is greatest about 100 A from the interface. While

microtwin density does not drop significantly below the. interface

value for distances up to 1000 A, the volume of individual

microtwins increases markedly over the first several hundred

angstroms, increasing the volume fraction of these defects.

Also,, the PVTEM observations indicate that the microtwins are

heavily faceted and grow from nucleation sites at the interface.

b. Structure of SOS Thin Films Grown by MBE. The micro-

structure of SOS films grown by CVD has been widely studied.

These films are known to be extremely defective, with the

predominant defect being microtwins. As-grown MBE SOS films

appear to be superior to CVD SOS films, but little work has been

performed addressing the nature of defects in the MBE-grown

films. By applying TEM to the analysis of MBE films, GEO-

CENTERS' personnel have studied these defects in MBE grown SOS

films (2).

Sapphire substrates were subjected to annealing treatment at

Ii 900°C in ultra-high vacuum. Films of 150 A thick silicon were

grown at both 750"C and at 900"C. On this second substrate, an

*additional 2500 A of silicon was grown at 750"C. At 900"C, the

silicon films grew as islands with either the (001) or the (110)

planes parallel to the (1012) plane. As is true for CVD-grown

SOS, most of the silicon grows as (001) rather than as (1lO).

By following the initial 150 A with 2500A grown at 750"C, a

1 .-continuous (001) film was grown in which microtwins appeared to

be the predominant defect. Twinning activity in the MBE-grown

II SOS follows substrate orientation in the same way as CVD-grown

SOS.

L'lo
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c. Aeoaling .Temperature Effects on SOS Films. Rapid

thermal annealing (RA) has been shown to substantially improve

the crystalline quality of as-grown CVb SOS. To understand this.

material improvement, the effects of maximum RA on crystalline

quality of the silicon epilayer was studied (3). Dramatic

improvements in crystalline quality occur even at the lowest RA

studied (1160"C). At the highest annealing temperature (1320*C)',

crystalline quality at the surface is similar to that of bulk

silicon. At these annealing temperatures, only a few microtwins

extend toward the surface, and defect microstructure in the

region of the silicon/sapphire interface is substantially

reduced. Defect elimination can be explained in terms of the

motion of the incoherent boundaries of the microtwins.

In other studies, the effect of pte-deposition substrate

annealing was investigated for MBE-grown SOS films (4). Both the

annealing temperature and the growth temperature were found to

have a marked effect on the quality of MBE grown SOS. On

substrates annealed at 9004C, (001) oriented silicon islands will
grow at 900°C but not at a growth temperature of 7500C. At this

lower temperature, the islands are randomly oriented and
unsuitable as growth 'sites for good device material. When the

substrate is annealed at 1450"C prior to growth, well oriented

islands do grow at 7500C. This is significant since SOS grown at

lower temperatures may show less damage due to thermal stresses

m that develop as the deposited film is brought down to room

._t~emperature; This problem is particularly great for SOS films

because the thermal expansion coefficient for sapphire is twice

I that of silicon.

.15 GEO-CENTERS, INC.
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" M4. i scellaneous Program Efforts
Additional studies performed in support of Navy programs

include the analysis of Mg-flare powders for NWSC in Crane,

Indiana. Problems had arisen from the fact that some samples of

Mg-flnre Powder were difficult to ignite and did not exhibit the

desired combustion behavior, even though they satisfied current

procurement specifications.

As a result of surface analyses performed by GEO-CENTERS'

personnel, the cause of failure was determined. It is believed

that failure was due to the formation of an excessively thick

oxide or hydroxide coating which passivated the surface. The

nature of this coating was identified using X-Ray Photcelectron

Spectroscopy. Based on the results of these analyses,

procurement specifications could be appropriately modified to

avoid the purchase of "bad" Mg-flare powders.

Other efforts include the design and construction of a time-

of-flight (TOF) SIMS instrument for use by NRL Chemistry

Division personnel. The TOF SIMS has several advantages relative

to the CAMECA IMS-300. Among these advantages are:

- higher sensitivity (nearly 4 orders of magnitude)

- higher mass range (potential detection of 5000 amu

fragments)

- the ability to detect neutral as wall as ionic

species.

This instrument will significantly increase the analytical

capabilities of the Chemistry Division. As of the end of the

period of performance of this contract, the instrument was fully
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"operational -and being used for support 'of several research

efforts.

a. Other Accomplishments. In collaboration with NBS, NRL

scientists and GEO-CENTERS' personnel are in the process of

calibrating and analyzing the electron optics of the Philips 430

TEM at NBS. They identified a vibration problem, which has since

been remedied. Reduction of this vibration has improved the

resolution of the instrument, and it is being evaluated 'for

potential use in future investigations.

GEO-CENTERS' personnel have also been successful in adapting

image-simulation programs for the electron microscope to run on

the NRL Cray computer. These programs can be used in current and
future efforts. Other current efforts include TEM studies on

device materials grown via the silicon implanted oxygen (SIMOX)

process.
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II. DETECTION AND DECONTAMINATION

A. Microsensors and Chemical Vapor Detection

The Navy has a growing interest in the use of microsensors

as chemical vapor detectors, specifically as persc•nnel and system

monitors, detector/alarm systems for hazardous materials, and for

biological diagnostics. Microsensors are parti.cularly attractive

for many of these applications because of their potential

sensitivity, ruggedness and low cost. Duringl the period of

performance, GEO-CENTERS personnel have made significant advances

and contributions in the area of chemical microse sor testing and

evaluation. Specific advances include the development of a

reliable and reproducible optical waveguide humidity sensor, the

construction and calibration of an automated vapor generation

apparatus for microsensor testing, and the !elucidation of

vapor/coating interaction mechanisms that affect uicrosensor

response. Additional efforts have involved -he further

evaluation of the optical waveguide, the evaluation of several

coating materials as SAW sensor coatings, the generation of SAW

sensor coatings, the generation of SAW sensor response data bases

for use in the development of pattern recognition! algorithms, and

the development of data collection/data reduction software to

facilitate the interpretation of SAW response data.

Work performed in these areas has resulted ýin at least 13

presentations and 11 publications and technical! reports. One

publication was cited with a 1986 Alan Berman Award for Applied

Research. Included in Appendix C are copies of technical reports

and published papers which were generated as a result of the work

conducted during the period of performance of this contract.
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1.. Optical Sensors .

Optics-based sensors have been studied because of the

inherent sensitivity and selectivity of spectroscopic methods of*

analysis. The response of these sensors are also less sensitive

to changes in the ambient conditions, such as temperature and

pressure, than their electronics-based counterparts. The major

II problem to date in developing a reliable optical waveguide sensor

was the lack of reproducibility.

'Reproducibility problems most likely arise from two sources:

variations in the coatings applied to the devices, and the

inability to obtain optimum alignment of , the waveguide and the

optical components. Both of these problems were addressed in the

course of developing and. evaluating an optical waveguide humidity

detector (I). Plastic couplers were designed that held the

Swaveguides and optical components in a rigid, reproducible

alignment. This resulted in better reproducibility of response
for the waveguide detector. In addition, the use of plastic

couplers increased the amount of light transmitted to and from

the waveguide, resulting in increased sensitivity. Several

coating application methods were then evalpated for their affect

Son response: dip-coating, and air-b7-ush application.

In dip-coating, a device is dipped into a, reagent/polymer

solution and is slowly extracted. As the solvent it evaporated
(using a heat gun), a thin polymer film containing the reagent

3 remains on the surface. In general, dip-coating resulted in

thicker, less uniform films which contained areas of high reagent

3 concentration. In air-brushing, a fine aerosol spray is

generated and deposited on the surface of the waveguide. This

technique allows for greater control during film application.
These films were usually thinner and more uniformly distributed.

GE
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Quantitatively, the response was slightly dependent on the amount

of reagent in the film, but results for films of both-'types were

comparable. Qualitatively, the thinner films applied usingthe

air-brush exhibited much faster response times.

Further evaluations of the optical waveguide sensor were

performed (2). These studies were conducted to verify the

performance of the system and to elucidate the relationship

between the solubility parameter ( 6 H) of the polymer coating and

the response of the waveguide to specific vapors. In this study,

no colorimetric reagents were incorporated in the films.

Responses of the devices were due primarily to changes in the

amount of scattering, or changes in the refractive index of the

polymer upon exposure to vapors.

The results indicate good long-term reproducibility of a

given device, but poor reproducibility between multiple devices

with the same coating. This indicates that, for non-colorimetric

measurements, the morphology of the polymer coating on the

wavegvide surface is an important factor. Responses of coating

devices are semi-selective, but selectivity has not been

unequivocally correlated with 6 H. As in the humidity study, the

use of optical couplers with the polymer coated waveguide

resulted in increased sensitivity by increasing the transmission

of light to and from the waveguide.

These studies have shown that the waveguide has the

potential for use as a reliable, reproducible sensor. Further

evaluation of the mechanisms involved in non-colorimetric

applications are needed b.-fore the device can be fully utilized

for such applications.
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2. ::Automated Vapor Generation/Data Acquisition Agparatus.

SThe 'multiple" vapor :exiposures "necessary. for the testing .and

evaluation of coating materials make such testing labor intensive.

and time consuming. The data bases needed for the development of

pattern recognition algorithms demand large volumes of reduced

data. To aid in the generation of such large data bases, an

automated system was needed for the continuous testing of coated

sensors. With the assistance of GEO-CENTERS personnel, such a

system has been designed and constructed (3). The system

consists of two modular vapor sources, and a master/dilution

control module. Vapors can be generated from either permeation

tubes or bubblers in concentrations ranging < 1 mG/M 3 (permeation

tubes) to > 10,000 mG/M 3 (bubblers). Vapor streams for 12

different vapors can be individually generated and sent to the

sensor at a pre-programmed flow rate. Two component vapor

mixtures can alsobe generated.

The system is' fully automated using two Apple lie personal

computers. One computer is dedicated to managing' the vapor

generator apparatus, while the other computer controls the real-

time sensor data collection and data-file storage duties. , The

two computers communicate via a game-controller port

communications linkage to synchronize the vapor generation and

data acquisition tasks. Parameters for controlling the vapor

I source and concentration can be pre-selected and stored on

floppy disk. While the system is fully operational, more than

sixty-four separate experiments can be run sequentially. This is

"-equivalent to over 96 hours of unattended operations'. By

expanding the number of frequency-counters, up to five sensors

can be tested simultaneously.
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• Initially,. .the number of experiments was limited. by' the

number of data files that could' be stored on floppy disk.
Incorporation of a 10 M-byte hard disk in the system enabled us

to increase our data storage capability, and to separate the data

collection software from the data reduction software. The hard

disk can currently be accessed from a separate micro-computer

connected to the network. Data files stored on the hard disk can

be systematically retrieved and reduced. This facilitates the

trapid turn around of data for other projects (i.e. pattern

aedognntion) and aids in the interpretation of data.

The data reduction software also routinely determine such

sensor operating conditions as baseline rms noise, initial

frequency, long-term drift, and initial and final flow rate to

the sensor. These values can be useful in interpreting results

and diagnosing problems with individual sensors. In addition,

the frequency shifts associated with individual vapor exposures

are calculated, calibration curves are plotted for visual

inspection of data, and response factors (log Rif are calculated

and tabulated for rapid comparison and evaluation of coatings.

More details on the log R are included in the discussion of SAW

coating studies below.

3. SAW Device/Coating Evaluations
During the period of performance, GEO-CENTERS personnel'have

performed extensive coating testing and evaluation. The majority

of data have been collected in attempts to identify and quantify
the vapor/coating solubility interactions which are responsible

for observed responses. Other areas of study have included

coating structure/ response correlations, investigations of

possible elastic modulus effects, and the identification/

evaluation of new coatings for the detection of specific
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ha, z ardous vaporsi:... Progress fin these areas.Will be discussed

separately.

a. Solubility Interactions

The most significant progress during these studies has come

in the identification of vapor/coating 'solubility interactions.

The initial intent of the program was to identify coating

materials for the detection of G-agents. Preliminary tests using

a simulant (dimet] yl, methylphosphonate - DMMP) had identified

some materials t at would be potentially sensitive to these

chemical agents. Additional vapor exposures were performed to

determine the selectivity of these materials for the simulant vs

a variety of interferences and to estimate the limits of

detectability. The response data from these tests would then be

analyzed using pattern recognition techniques. Pattern

recognition would :e useful in determining the minimum number of

coatings that woul be needed to correctly classify a given vapor

as an interference or as an agent/simulant.

A set of te• coatings were studied and the frequency

responses for the e sensors were monitored as the devices were

exposed to varying concentrations of twelve vapors. The majority

of these coatings exhibited excellent sensitivity to the

simulants DMMP and dimethylacetamide (DMAC), and were less

sensitive to the interferences. When pattern recognition

techniques were ap],lied to these data, the vapor responses tended

to cluster together based on their solubility properties (4). In

addition, the pre ence of hydrogen bonding functional groups in

the chemical structures of the coatings correlated well with the

responses of thes( coatings to water vapor and other hydrogen
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bonding vapors. Reduction *of this data set by pattern

recognition revealed that excellent discrimination between

simulants and interferences was achievable with a reduced set of

four coatings. These coatings were identified as fluoropolyol

(FPOL), poly(ethylene maleate) (PEM), poly(vinyl pyrrolidone)

(PVP), and octacedyl vinyl. ether/maleic anhydride copolymer

,(OVEMAC).

The results of this study indicated the correlation between

structural features and the hydrogen bonding ability of the

coatings, and identified hydrogen bonding as an important

mechanism in the vapor/coating interactions. Subsequent work has

focused on exploring the issues of solubility properties and

structural effects.

To quantify the vapor/coating interactions, the SAW

responses for a given coating (FPOL) were compared with the

retention volume data for the same material used as a stationary

phase in gas-liquid chromatography (GLC). The assumptions

inherent in this work are as follows: First, the vapor/coating

interactions can be modelled as the dissolution of a solute vapor

in a solvent coating. The extent of such interactions are

determined by solubility properties such as hydrogen bonding,

dipole-dipole interactions and dispersion forces.

Quantitatively, these interactions can be described 'by a

partition coefficient, K, where

K - Cs/Cv.

The terms C. and Cv refer to the concentrations of the solute

vapor in the stationary phase/coating material and the gaseous

26
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phaeresecivey. The. derivations. :of equations. relating SAW

- responses and GLC retention volumes to partitioncbefficients are

"described in detail in reference (5).

The second assumption was, that the observed SAW response are

due only to changes in mass on the surface of the device.

Contribution to the observed response from changes in the elastic

modulus of the coating were considered to be minimal or

negligible. In addition, the total amount of vapor absorbed by

the coating should be relatively small compared to the mass of

the coating. If significantly large amounts of vapor are

absorbed,' changes in the density of the coating would occur which
would affect the accuracy of calculated K values.

In general, the comparison betwe•en K values calculated from

SAW data and from GLC data reveals a similar trend. Quantitative

agreement between the two sets of data are not good, with the K
values from SAW data being consistently higher. Hydrogen bonding

is associated with strong interactions and large K values, while

dispersion forces are associated with weak interactions and

smaller K values. Vapors and coatings capable of multiple

interactions showed higher K values overall. The relatively good

qualitative agreement, however, is significant. It emphasizes

the role of solubility interactions in SAW coating responses, and
indicates that GLC data from the literature can be used as a:good

first approximation to predict the SAW response behavior of a

.- coating material.

While the agreement was qualitatively good, the lack of good

quantitative, agreement indicates that more. work remains to. be

done before the mechanisms responsible for SAW response are fully
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understood. Error arises from the lack of accurate temperature

control and from possible variations in the concentration of the

vapor streams. In addition,. the assumption that mechanical

effects are negligible may not be strictly valid. To further

determine the relative magnitude of errors due to these factors,

additional studies were performed.

b. Temperature Effects

Temperature studies were performed on two coatings, FPOL and

PEM. Since equilibrium partition coefficients are dependent on

the temperature of the system, then the response of the coated

SAWs should also change as a function of temperature. Results of

these studies indicated a linear dependence of KSAW values on

temperature, with higher responses being observed at lower

temperatures (6). Furthermore, the slope of the temperature/K

value plots were different for the two coatings. Two conclusions

can be derived from these data. First, the sensitivity of the

SAW device can be improved by operating the devices at lower

temperatures. The potential of condensation of vapors in the

sensor may pose problems if the temperature is reduced

significantly below ambient and if the relative humidity is high.

Secondly, since the rate of change of K with temperature varies

for each coating/vapor pair, operating sensor arrays at more than

one temperature will yield more information than operation at

only one temperature. This information can be used in: the

development of discrimination algorithms for pattern recognition.

c. Elastic Modulus

Investigations into the contributions from mechanical

effects were prompted by observed frequency responses from dual

SAW devices that were inconsistent with the assumption that mass

2CN
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"loading was the predominant mechanism for producing frequency.

shifts. The appearance of negative frequency shifts from the

dual devices could only be explained by either increases in the

frequency due to a stiffening of the film, or by a larger amount

of adsorption on the uncoated reference side than on the coated

side of the device.

Uncoated devices that had been ultrasonically cleaned were

exposed to vapor streams of varying concentrations. These tests
indicated that there was a significant amount of adsorption on

the reference side of the device, and that the amount of

adsorption was not consistent from one device to another (7).
These devices also exhibited some sensitivity to flow rate

changes, but when operated in the dual mode these effects were
negligible. Efforts to circumvent problems from adsorption on

the reference side by passivation or treatment Of the surface of

the crystal are in progress.

Studies have also been performed in conjunction with the

Electronics Technology Division of NRL to study the possibility

of elastic modulus effects. Coated devices were analyzed using a
HP Network Analyzer to determine insertion losses and phase

shifts (7). Of the coatings studied, one appeared to be fairly

stable in terms of phase shift. and insertion losses over time.

One of the coatings, however, exhibited increases in insertion
losses and decreases in the phase shifts over time. Decreases in

the phase' shift could be the result of a stiffening of the film
or of losses of material from the surface due to evaporation.
The fact that the insertion losses increased may be indicative of

changes in the mechanical properties of this coating over time.
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d. Structure/Response Studies

A set of experiments were designed in an attempt to identify

the relationship between specific functional groups or structural

features and observed solubility properties. A series of 10

polymers were synthesized, with each polymer representing slight

variations on the structure of the coating PEM. These coatings

were then exposed to vapor tests and the responses were analyzed

for possible correlation with specific structural features (8).
Results of this study indicated that the coating responses were

more dependent on changes in the chemical formula/structure of

the coatings than in physical parameters such as the Hildenbrand

solubility parameter, density, Tg, or molecular weight/chain

length. Without a more controlled set of experiments and more

rigorous data reduction and analysis (such as pattern

recognition), no definite correlations could be made between

observed responses and specific functional groups or structural

features.

e. Sensitivity, Selectivity and Reproducibility

During the period of performance, several large data sets

were collected. Results from these studies can be used to

evaluate the SAW sensors with respect to the issues of
sensitivity, selectivity and reproducibility. These efforts

included a coordinated study between the Army/CRDEC at Aberdeen

and NRL (9), and between NRL and Bendix/ESD in Baltimore (10.).

The issue of sensitivity is of particular importance to the

Air Force because of problems arising from myosis at very low

concentrations of agent. We have identified several candidate

coatings during these studies that have excellent sensitivity to

agent simulants (DMMP and DMAC). Concurrent live agent testing
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"at CRDEC, .and subsequently. at Bendix,* have verified ..that these

coatings are also sensitive to agent, although not at the desired

limits of •detection. As a result of the knowledge gained from

the work on solubility interactions if should now be possible to

design or identify materials with a higher sensitivity to these

materials. Alternatively, operation of the sensor. at a lower

temperature will also increase the sensitivity of response. In

conjunction with pattern recognition. algorithms, an array of

sensors can be developed with the required detection

capabilities. In addition, progress has been made in the

identification of coating materials that are sensitive to mustard

and other compounds.

Selectivity of the agent sensitive coatings has been very

good. During this work, materials have been identified that

would be selective to specific interference. Again, the use of

pattern recognition algorithms will enhance the selective

detection of targeted compounds.

Reproducibility is crucial if these devices are to be mass

produced and put into operation service-wide. To date, the best

results have been obtained with FPCL. It is very reproducible in

all respects. Response behavior can be reproduced from one

coated device to another, these responses can be reproduced

during tests at different facilities, and these responses can be
reproduced even after the devices have aged up to a year at a

time. Other coatings have not been as well behaved. While it

has been possible to obtain consistent response behavior between

different labs and over time, it has been very difficult to

reproduce response behavior from one coated device to another.

In some cases, this is due to changes in the property of the
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"coating as it ages'. In other cases, it may be due, o differences

in the morphology of the coating or surface area of the coating

on- a given device.

This lack of reproducibility is particularly a problem in

devices coated with non-sensitive materials. Since adsorption on

the uncoated reference side can be significant in these cases,

the use of a passivated reference, or a separate, sealed
reference may eliminate this problem. If the probiam is due to

elastic modulus effects, then the surface coverage on the device

and the surface morphology of the coating will be crucial.

Coating applications must be made in a reproducible fashion to

eliminate variations in response arising from these factors.

B. Air Purification and Decontamination

The majority of Navy applications using adsorbent media

involve the purification and regeneration of contaminated air

streams. The adsorbent of choice is generally activated

charcoal, or an impregnated charcoal medium, such as Whetlerite.
Past GEO-CENTERS' effort have focused on the desorption of small

molecules (02, N2 , CO, and (0 2 ) from activated charcoals (1), as
well as the use of impregnated charcoals for the collection and

catalytic decomposition of toxic vapors (2), and the evaluation
of Navy shipboard environments (3). For the purpose of

purification of air streams several factors must be considered.
The collection efficiency and adsorption isotherm of the charcoal

for a given vapor must be well characterized so that breakthrough
volumes and, hence, the lifetime of a carbon bed can be

accurately determined. The effect of adsorbed water, or of

relative humidity (RH) on efficiency and breakthrough must also

be known. Finally, factors such as heat of adsorption, pore
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volume. distributions and hysteresiseffects for. both'pure and..

multicomponent vapor streams must be addressed.

During the period of performance, considerable effort has

been applied to address these concerns. GEO-CENTERS' scientists

have investigated the adsorption properties of activated carbon

adsorbents with respect to the factors listed above, and have

developed mathematical equations and models to predict the

adsorption behavior of water, chemical agents, and

multicomponent vapor streams on charcoal. These models can be

used to predict the adsorption characteristics of charcoal for

other vapors of interest. The specific studies of interest are

discussed below.

1. Water on Activated Carbon

It is important to understand the behavior, of water for two

reasons: (1) it can adversely affect -filter performance against

challenges of toxic vapors, and (2) the transient behavior of

water itself can result in adverse behavior. During this work,

water isotherms were measured for BPL carbon at various

temperatures and conditions of relative humidity. The adsorption

onto a bed can be described in terms of a material balance

equation, an energy balance equation, and a rateexpression. The

rate expression describes the rate at which the material of

interest is transferred from a passing vapor stream t6" the

surface of the carbon. It was found that the water isotherm has

both favorable and unfavorable regions. The most unfavorable

region occurs between 0% and 50% RH.

The mathematical model developed could adequately describe

the adsorption and desorption behavior of the bed as a function
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of temperature and ambient RH. It was also noted that

significant heating of the bed occurred as a result of water

adsorption (4).

In other studies, the water vapor equilibria on a variety of

activated carbons was used to obtain an understanding of the

capacity and temperature dependence of adsorption. Capill~ry

condensation was found to be primarily responsible for adsorption

of water by activated carbon. This condensation produces a
hysteresis effect, which can be used to determine the pore volume

distribution from the Kelvin equation. It was found that water
vapor adsorption could be used in lieu of nitrogen adsorption,

since the former provides valuable phase equilibria data as well

as a means of characterizing pore volume distributions (5).

2. Adsorption Isotherms for CW-Agents

Adsorption phase equilibrium relationships are required to

accurately predict the performance of carbon filters designed to
protect personnel from exposure to toxic vapors. Experimentally

determined isotherm data for both single and multicomponent vapor
streams are needed to design reliable protection systems.

Results of studies by GEO-CENTERS' scientists indicate that

empirical equations can be used to describe these isotherms.
These equations have the advantage of facilitating reliable

extrapolation to conditions outside the ranges of partial

pressure and temperature explored experimentally. At low partial

..,pressures, these equations converge to Henry's Law, while at high

partial pressures they approximate Antoine's vapor pressure

equations. Values of the coefficients for these equations have

been determined for the chemical agents cyanogen chloride (CK),

phosgene (CG) and hydrogen cyanide (AC) (6).
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3. *Fixed Bed Absorptive Reactor.

Also of interest to the Navy is the use of •impregnated

carbon materials for the adsorption and catalytic decomposition

of toxic vapors. The use of a fixed-bed reactor for the
degradation of CW-agents was explored by GEO-CENTERS' scientist.
The fixed-bed reactor consisted of a cylindrical bed of activated

carbon treated with reactive metal salts (Whetlerite). Models

developed to describe the reactor behavior include both an

Ij external mass transfer resistance term to account for relatively
low effluent concentrations, as well as an internal mass transfer

resistance term since the -reaction takes place in the adsorbed.
phase. This model can be used to predict breakthrough times as a

j function of bed depth and velocity (7).'

Appendix D contains the results of the work -conducted on

this task during the period.of performance on this contract.
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III. SOLUTION ELECTROCHEMISTRY

GEO-CENTERS has been involved in the investigation of

I corrosion and catalysis related problems of concern to the Navy,

both through the direct research efforts of the Company's

scientific and technical staff, or in conjunction with the

efforts of LOCUS, Inc. Problems dealing with inter-modulation

interference (IMI) were addressed by LOCUS personnel and will be

I discussed'separately. The discussion that follows deals with the

efforts of scientists and technicians of GEO-CENTERS personnel

working in the Chemistry Division of NRL.

A. Intermodulation Interference Studies (LOCUS)
The results of this work are presented in their entirety in

Part III of this final report, which is provided under separate

cover.

B. Solution Electrochemistry

The majority of work required for the completion of the

above tasks involved extensive spectrophotometric investigations

using the CARY 2390 UV-Vis-NIR Spectrophotometer. The

capabilities of the instrument, however, were not sufficient to

perform the required analyses with the necessary resolution and

sensitivity. Specifically, specialized spectrum

addition/subtraction routines were necessary to identify 'the
intervalence transfer bands of the intermediate transition metal

complexes under study. This task was further complicated by the

presence of spectral features from both the starting materials

and final products. Also, the implementation of digital data

acquisition capabilities could be exploited to study electronic

spectra of superconductor materials of interest to the Navy.
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Details of these studies, as well as discussion of the software

"enhancements of the Cary 2390" are presented below. A detailed

description of'the program is included in Appendix E.

1. Data Acquisition/Control.Software for CARY 2390'

The CARY 2300 and 2400 series spectrophotometers are high -

quality, microprocessor controlled analytical instruments
intended for measurements of the UV-visible and Near IR'

absorption spectra of solids, liquids, and gases. When equipped

with an optional IEEE-488 standard interface these instruments

and their accessories are' programmable by an external computer

enabling acquisition of spectral measurements in, digital form.

During the period of performance, GEO-CENTERS researchers

developed and tested a FORTRAN 77 program designed for single

scan acquisition of spectra from the CARY 2390,ipstrument using a
Hewlett-Packard minicomputer running the multi-user CI shell and

RTE-6/VM operating system. The program uses very few machine

specific functions and could be modified easily to run on other
'host systems supporting the IEEE-488 interface standard.

The program implements a large subset of' the programmable

instrument control. functions of the CARY 2300 in a menu driven

format closely resembling the* menu displays on' the instrument.

Therefore, no special training is required for users already

familiar with operation of the instrument. The control functions
implemented reproduce the facilities of the spectrophotometer's

instrument Settings, Baseline Setup, Lamp and Detector Modes and

Accessory Setup menus, as well as a number of single keypad

functions. To make the program as user friendly as possible,

full error trapping of keyboard entries has been implemented.
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The collection of spectrophotometric data.in digitized form

provides both a permanent means of storage and the. ability to

perform more sophisticated analysis. While the instrument

obtains spectral measurements as absorbance vs. wavelength (nm),

plotting programs can rescale the raw data into more meaningful

units such as molar absorptivity vs. wavenumber (cm- 1 ).

Techniques such as difference spectroscopy no longer need to be

performed in real time since data files can be manipulated

easily to achieve this function by scaling and subtraction.

Noise can be used to generate derivative spectra which are more

accurate than those produced in real time by the CARY 2300-2400

series spectrophotometers on their internal pen recorders. Such

benefits make it worthwhile to develop software for data

transfer between the CARY spectrophotometer and an external

computer system.

In addition to the previously detailed capabilities, the

program will also permit the plotting of first and second

derivative spectra, correction and editing of data file

parameters and spectral data, and quartic polynomial least square

curve smoothing to remove random noise from spectrum. A full

explanation of the program capabilities, as well as the source

code for the program and subroutines, is included in Appendix E.

2. Electron Transfer in Transition Metal Complexes

Because of the Navy's interest in homogeneous catalysis for

..the activation of small molecules, the kinetics and mechanisms of

electron transfer and ligand exchange in transition metal

complexes has been under study. Enhancements to the CARY 2390

spectrophotometer have enabled GEO-CENTERS' scientists to study

the spectral features of these reaction intermediates, thereby
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elucidating the electron: transfer mechanisms. The mode system

studied to confirm the mechanism of electron transfer of these

complexes was a monoformylated Ru(III) complex. This complex Was

reacted with Ti(III), and the spectra of starting materials,

products and intermediates were to be obtained.

The presence of the monoformylated-acac ligand in the

Ru(III) complex was believed to increase the rate of electron

transfer. The overall reaction involved is given below.

Ti(III) + Ru(III)-------> Ti(IV) + Ru(II)

In the presence of oxygen, this reaction can be cycled

repeatedly.

The specialized spectrum addition/subtraction capabilities

of the CARY 2390 could be utilized to identify intervalence

transfer bands of the Ti-ligand-Ru species, a labile intermediate
in the reaction between the Ti(III) and Ru(acac) 2 (3-CHO-acac)

species. This task is normally complicated by the spectral
features from both starting materials and final products.

From purified Ru(acac) 3 , the monoformylated complex was

synthesized following published syntheses.. As published, the

synthesis has a very low expected yield (<10%). Attempts 'were

made to improve the yield of the monoformylated product by

increasing the ratio of POC1 3 :RU(acac) 3 from 2:1 to 4:1. This

resulted, however, in the presence of significant amounts of the

diformylated complex, as was verified by NMR. Ti(III) solutions
were prepared by the dissolution of TiH2 in 3 M HC1. Absorption
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spectra, proton and 1 3 C NMR spectra of the starting'materials are

given in Figures 1-5.

Results of these experiments indicate that the formylated Ru

complex is more easily air oxidized than the parent Ru(acac) 3

complex, and reacts more rapidly with the Ti(III) species.

During reaction it eventually consumes excess Ti(III), leaving

most of the formylated Ru complex as Ru(III), preventing

significant hydrolysis. After the addition of sufficient Ti(III)

to purge the system of oxygen, a stable solution of Ru(II) is

obtained.

For the parent complex (Ru(acac) 3 ], reaction with Ti(III) is

slow and can be followed spectrophotometrically for over an hour.

For the formylated complex (Ru(acac) 2 (3-CHO-acac)], the reaction

was almost instantaneous. Over the course of several days,

however, the Ru(II) species formed undergo significant

hydrolysis.

Kinetics of the cross reaction between Ti(III) and Ru(III)

complexes are in progress. There is already good evidence for

facile electronic coupling via ligand bridges connecting the 3-C

position to other transition metals. Confirmation of the

kinetics and mechanisms of electron transfer by NMR, EPR and UV-

VIS-NIR spectrum will pave the way for investigations into other

transition metal complexes.

3. Spectral Analysis of High-T Superconducting Ceramics

Because of the Navy's interest in the application of

superconducting ceramics, recent studies have focused on the

production and characterization of these materials. Currently,
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'the preparation of the, superconducting orthorhombic phase of

YBa 2 Cu 3 0 7 in bulk quantities requires repeated high temperature

cycling and thermal decomposition above 9000C. These

temperatures are incompatible with the various substrate

materials and electronic materials wiLth which these

superconducting ceramics* would ultimately be used. Therefore,

studies were performed to determine the feasibility of preparing

suitable materials at lower temperatures with less temperatule

cycling. The preparation of superconducting ceramics in this way

would enhance the technological capabilities of superconducting

devices.

GEO-CENTERS' scientists assisted in the characterization of

these materials. Samples of YBa 2 Cu 3O7 were prepared and

characterized using transmission, ,spectroscopy and reflectance

spectroscopy at both room temperature and at- liquid nitrogen

temperature (77 K). The purpose of these investigations was to

determine whether the plasma edge of the metallic state can be

observed at room temperatures. The spectra obtained at room

temperature revealed ,that the samples, had both localized and

delocalized Cu sites. In addition, the low temperature spectra

exhibited the' same spectral bands observed at room temperature
without significant band narrowing or shifts in band positions.

Subsequent magnetization measurements using a superconducting

quantum interference device (SQUID) magnetometer indicated that a

significant portion 'of the superconducting phase was present. A

superconduction onset temperature of 95 K -was observed, with a

mzgnetic-flux expulsion of 5% at lower temperatures (2).
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TABLE I

Itcults of NMR SpýFra for [Ru(acac)3] in.,CDC3.

Nuclei 6 (ppm) Ratio Comment

'H:

-CH 3  -5.51 .6.056 Singlet

>C-H -30.5 1.000 Singlet, broad

13 C: (decoupled)

-CH 3  -21.3 Singlet, NOE

>C-O +140.5 Singlet

>C-H +307.5 Singlet, broad, NOE

1 3 C: (coupled)

,-CH3  -23.9 (av) 6.000 Quartet

>C-O +138.3 5'343 Singlet

>C-H +315.0 (av) 2.855 Doublet

43 GEO-CENTERS, INC.



TABLE 11

Results of NMR. Spectra for [Ru(3-CHO-acac)(acac)] in CDC
3

Nuclei 6 (ppm) Rat io Commnent

'H

-CH 3  -13.01 6.000 Singlet
-CH 3  -10.30 5.924 Singlet
-CH 3 (F) +7.465 6.139 S!nglet A

OC-H(F) +12.89 1.082 Singlet

>CH -46.7 1.967 Singlet, broad

I 
3
C: (decoupled)

-CH 3  -18.17 Singlet, NOE

-CH 3  -8.51 Singlet, HOE

-CH 3(F) +3.69 Singlet, NOE

>C-O -12.00.' Singlet, broad
>C-O +65.52 Singlet, broad
>C-O(F) +326.7 Singlet, broad

O-C-H(F) +204.2 Singlet,.NOE

>C-Formyl +313.5 Singlet

>C-H +358.7 Singl'et, broad,'HOE

13C: (coupled)

-Cl! 3  -20.23 (av) 1.96* Quartet, overlaps >C-O
-Cl! 3  -9.94 Cay) 1.959 Quartet
-CH 3 (F) +1.87 (av) 1.960 Quartet

>C-O -26.48 1.72* Singlet, broad
Xc-0 +57.52 1.704 Singlet, broad
>C-O(F) +338.2 1.782 Singlet, broad

O-C-H(F) +206.8 (av) 0.999 Doublet

>C-Formyl +320.4 1.000 Singlet

>C-H .+370.9 1.766 Unresolved Doublet

*Overlapping Peaks -Redistributed Excess Methyl Intensity

To >C-0 Reson'ance
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TABLE III

Resultsý of NMR Spectra for ['Ru(acac)(3-CHO-acac)] in Cbci3

Nuclei 5 (ppm) Ratio Comment

-CH 3  -15.9 6.000 Singlet
-CH3(F) -1.205 5.934 Singlet
-013(F) +8.622, 6.073 Singlet

OC-H(F) +11.72 2.235 Singlet

>C-H -57.00 0.990 Singlet, broad
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*'TABLE I

Results. of NMR Spectra for [Ru(acac) i n. CDCI.3

Nuclei 6 (ppm) 6 (ppm) Shift
(303 K) (313 K) (ppm)

13tC: ('H coupled)

-C113 -23.9 (av) -21.3 +2.6

>C-o +138.3 +140.45 +2.15

>C-H +315.0 (av) +307.3 -7.7

TABLE IJ

Results of NMR Spectra for (Ru(3--CHO-.,cac)(acac)j2 in CDC13

NucleIl 6 (ppm) 6 (ppm) A Shift
(303 K) (313 K) (ppm)

13 C: ('H coupled)

-CH3  -20.23 (av) -18.39 +18
-CH3  -9.94 (av) -8.66 +1.28
-.CH3(F) +1.87 (av) +3.52 +1.65

>c-O -26.46 -13.46 +13.0
>c-o +57.52 +64.77 *+7.25

>C-O(F) +338.2 +327.7 -10.5

O.-C-H(F) +206.8 (av) +204.4 -2.4

>C-Formyl +320.4 +314.2 -6.2

>C-H +370.9 +360.1 -10.8
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. Figure 3a
Uv-Visible Spectram Of [Ru (3-CIIO-acac) (Be,-C) 2J In Water j

One Day After Dissolu tion
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Figure 3b
UV-Vfisible Spectrum. Of ERu'3-CIIO-acac) ca)23 In Water

Three. Days After Dissolution
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Figure 34t
ILV-Visihle Spe~ctrum Of CRu(3-CHO-acac)(aCaC) 2 ) In Water

Three Wveks After' Dissolution
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IV` TOXI-LAB STUDIES

A. INTRODUCTION

The purpose of this project was to rescreen numerous urine

samples obtained from the Navy Drug Screening. Lab (NDSL) in

Norfc1k, VA. These samples had already been screened for the

following drugs -of abuse: morphine, benzoylecgonine (cocaine

metabolite), amphetamine/methamphetamine, phenobarbital, PCP, and

THC metabolite by RIA (radioimmunoassay).

Since RIA is very specific for the classes of drugs

mentioned above, other drug classes would go undetected, even in

high concentrations. Thin layer chromatography is not as

sensitive as RIA, but can detect. a much broader spectrum of

drugs. It is therefore a logical, rapid and inexpensive way to

look for patterns of abuse among Navy personnel.

Toxi-Lab is a two-system (A,B) thin-layer chromatographic

screen for a large number (250+) of commonly prescribed and often

abused drugs. The A system detects basic and neutral drugs, most

of which are analgesics, tranquilizers,, decongestants, anti-

depressants and stimulants. The B system detects acidic and

neutral drugs, most of which are barbiturates or hypnotics.

Toxi-Lab is often used in emergency situations in hospitals- to

determine 'what material was taken in an 'overdose or what

materials may be ruled-out. Toxi-Lab is also finding its way

into mass screening programs run by commercial laboratories.

Therefore, a close examination of its potential to the screening

of Navy urine specimens is warranted.
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The .sensitivity of Toxi-Lab ranges from 0.5 pgfml-5.0 pg/mI`

per compound. '.Toxi-Lab uses an initial -salt/solvent extraction"

procedure for separating the drug of interest from the urine

matrix and metabolic by-products. The solvent is then evaporated

onto a small disc of chromatographic paper to concentrate the

extracted components. The disc, now coated with materials, is

inserted into a chromatogram. The chromatogram is supplied with

four other disks containing various' drug standards. The

chromatogram is then developed in an organic solvent to elute the

unknown and the standard drugs. Various dipping procedures are

then employed to reveal the compounds on the'chromatogram. A

positive identification is made when a spot in the unknown lane

matches a standard in migration characteristics and color in all

the dipping procedures.

B. RESULTS

The first 41 urine samples sent to NRL were selected to be

those from potential drug abusers. They were divided into

subgroups according to RIA test results:

No. of samples Druq present

8 LSD negative
12 Low positive
12 THC 50-100 ng/ml

9 Cocaine 0-150 ng/ml

No unusual substances were found in these samples except

that the cocaine urine samples had a larger number of cold tablet,

medications cor pared to the other urine samples. However, the

number of urine samples is too small to come to any definite

conclusions. After the first 41 samples were screened by
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• "oxi-Lab 'another 378samples.were olptained at random. These
. samples .had all been iscreened. negative* for drugs'ofabuse by RIA."

The results for all 429 samples are summarized in-Table 1. (Note

that the total number of drugs found is greater than 429. Some

samples had several drigs present.)

TABLE 1 - Toxi-Lab Results

Total # of Samples (429)

P-phenethyl
A amine B B

Nic Caff Acet SMA Neg Unconf conf unconf unconf neg.

218, 25 9 9 116 48 17 57 45 366

50.8% 5.8% 2.1% 2.1% 27% 11.2% 4.0% 13.3% 10.5% 85.3%

Explanation of column headings: OTC - over the counter

1. Nic - # of samples testing positive for nicotine
2. Caff = # of samples testing positive for caffeine

3. Acet - # of samples testing positive for acetaminophen

4. SMA - sympathomimetic amines; a broad class of drugs

(stimulants) including amphetamine/methamphetamine and

ephedrine/pseudoephedrine (found in most OTC decongestants,

e.g., Bronkaid, Nyquil).

5. Neg - negative - no classifiable drugs were found.

6. Unconf - a spot of interest was detected that did, not

exactly match any of the 26 standards on the chromatogram.
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7. P-Phefethylamine conf -. of the samples sent to Analytical

Systems, several (17) had* a drug -concentration too low t0o ..

confirm, but the drug was presumed to be. p-phenethylamine

because of color and migration characteristics. (0-

phenethylamine is a putrefaction base found here because of

old, mishandled specimens.)
8. P-Phenethylamine unconf - a number of samples were sent to

Analytical Systems (manufacturers of Toxi-Lab) and run

against their standards. These did not match any of their

known standards.

9. B unconf - dark spots that made the sample look positive for

barbiturates, even though it was screened negative by NDSL.

10. B neg - nothing of interest on the B side.

1. TOXI-LAB A - BASIC DRUGS

Toxi-Lab A detects basic and neutral drugs. The most common

material found was an unknown amine that appeared similar to
methamphetamine in color at various detection stages and Rf.

This amine was not P-phenethylamine. Examination of its mass
spectrum on a number of derivatives was not helpful in

determining its structure.

The electron impact mass spectrum of the trifluoroacetyl

derivative is shown in Figure 1. A molecular ion is not
observed. This derivative was also run by negative and positive

chemical ionization. The molecular weight appears to be 329.

Several possible compounds were synthesized and their mass
"spectra taken. In all cases, the retention time or mass spectrum
was different than the unknown. A literature search uncovered

several possible structures derived from P-phenethylamine. The
most likely is N-acetyl-a-hydroxy-p-phenethylamine, based on the
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* similarity Of the .mass.spectra. However, the' trifluoroacetyl

derivative of this material has a molecular weight of 371* not

329..- Since, this-material is unlikely-to be a drug of abuse due

to the frequency of its occurrence, no further work. to determine

its identity was undertaken.

Due to the degraded nature of most of the urine samples,
many spots and streaks also appeared. These lowered the

detection sensitivity for drugs of abuse by concealing potential

drugs and gave rise to a high number of unconfirmed positives

(11.2%). Presumably, all or most of these unconfirmed positives

were falre positives.

The use of Toxi-Lab for older urine specimens (greater than

a few days old) and specimens without preservatives is called

into question. Although this system is being employed by some

commercial laboratories, we believe that it should not be used

for routine drug screening because of the chance for testing

older specimens and the large number of false positives that
would result. More importantly, the lower sensitivity due to the

high background in degraded samples, would generate a large

number of false negatives.

Several methods for modifying the extraction methodology

were tried. Most relied upon a back extraction inito 1N HCL fiom

the organic layer after the Toxi-Lab A initial extraction. The

aqueous layer was then made basic and re-extracted with another

Toxi-Lab A tube. This resulted *in cleaner chromatograms, but it

eliminated the detection of neutral drugs, an important asset for
Toxi-Lab. Also, some loss in sensit,.',rity occurred due to the

•OEM
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two, ont 3tep extractions. Theincreased analysis time would be

a detriment in mass screening.

2. TOXI-LAB B - BARBITURATES

Toxi-Lab B detects acidic drugs, most of which are

barbiturates. Since these urine samples had been screened by RIA

for barbiturates, none should be found. Over 10% of the samples

had spots present that appeared exactly the same as

phenobarbital. Several of these samples were tested by GC/MS and

found to be negative for phenobarbital. Likewise, running the
Toxi-Lab B system in an unconventional manner showed that this

substance was neutral, not acidic as phenobarbital would be.

This substance was not further identified.

Based upon the limited lack of confirmation by GC/MS and

negative nature of these samples by RIA, it can be assumed that

all of the unconfirmed positives detected by Toxi-Lab B were
false positives. Since there were a large number of false

positives in Toxi-Lab B, its use in mass screening can be called

into question.

3. BENZODIAZEPINES

The first 200 samples were tested for benzodiazeprines

(Librium, Valium, etc.) by EMIT.' EMIT was employed due to the
lack of sensitivity of Toxi-Lab with these urine specimens and

the low reported sensitivity of Toxi-Lab with this class of

drugs. Benzodiazepines were screened because of their reported
high abuse by the general population. The EMIT test is a

72
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.hoaqgeneous.enzyme Lmmunoassay. Since EMIT reliesupon antibody-•.

"ahtigeni týeactions 'it "tends to be quite -specfc.. The' EMIT. tst ..": '

for benzodiazepines best detects oxazepam and the other. species

at three-four times higher concentrations. EMIT detects oxazepam

at a level of approximately 0.3 pg/ml or more.

Of the 200 samples tested by EMIT, one was strongly positive

and another sample indicated the presence of a benzodiazepine

concentration below the cut-off level. These two samples were

extracted using the Toxi-Lab procedure and hydrolyzed to

diphenylketones with hydrochloric acid. The hydrolysis procedure

destroys information on the type of benzodiazepine presence since

it converts many of the benzodiazepines and their metabolites to

the same diphenylketone. However, hydrolysis simplifies the mass

spectrometric detection since only three diphenylketones must be

examined. Also, sensitivity, may be improved since many of the

metabolites are converted to the. same compound. Standards of

Lbrium and, Valium were also extr:icted and hydrolyzed to provide

reference standards of diphenylketones.,

Both urine samples were found 'to contain benzodiazepines.

Neither of the two samples tested positive with the Toxi-Lab

hydrolysis confirmation procedure, probably due to its lower

sensitivity.

No information is available on these urine samples.

Therefore, it is not known if these drugs were abused or

"prescription drugs. A 1% use rate for benzodiazepines bears

further study as this use rate is higher than the abuse of every

drug except marijuana. Also, benzodiazepines are commonly

available on the street and are undetected by the current Navy

•. ., .. . . . ...
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drug scxreening.. program. Several benzodiazapineg. recently were

rescheduled to Schedule2. in:light of their abuse potential.

C. CONCLUSIONS

Toxi-Lab was used to screen 429 urine samples from the

Norfolk NDSL. Due to the degraded nature of many of these

specimens, the reported sensitivity of Toxi-Lab could not be

reached. Samples (200) were also tested by EMIT for

benzodiazpines. One sample was positive and another was a

suspected positive. Both were found positive by GC/MS. The use

of benzodiazpines by Navy personnel warrants further study.-
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"SUR PACE CHEMISTRY AND MECHANICAL BEHAVIOR OF SILICON" '.
CAR 3IDE AND SILICON NITRIDE IMPLANTED WITH TITANIUM
TO f[IGH FLUENCES AND HIGH TEMPERATURES*

1. L. SINGER

Naval Research Laboratory. Washington, DC 20375 (U.S.A.)

m (Received April 6, 1981)

Sum ary

iri÷ ions have been implanted to high fluences (4 X 10"17 cm- 2 at 190
keV) into commercial SiC and Si 3N4 substrates heated up to 900 °C. X-ray
phol electron spectroscopy depth profiles showed expected gaussian-like
profiles at room temperature (approximately 45 at.% peak concentration).
At t e highest temperatures, solutes redistributed and phases formed
consi;tent with the corresponding ternary phase diagrams. Implantation at
room temperature softened the surfaces and reduced the indentation
fract re toughness values of Si 3N4 by about 20% but also closed cracks and
pores on the surface and considerably reduced microstructural control of

i propagating cracks. Hot implantation produced no loss in surface hardness.
but some loss (10% - 25%) in indentation toughness. Heating in vacuum,
however, produced oxygen depletion from both the implanted and the non-
implanted surfaces of several substrates and resulted in catastrophic embrit-
tlem nt of the Si 3N4 surface.

1. Introduction

on implantation is capable of modifying the surface chemistry,
struc ure and mechanical properties of ceramics. Previous investigations
by researchers at Oak Ridge National Laboratory [11, at Cambridge
Univwrsity [2) and Toyota Laboratories [3] have demonstrated many
benel its of implanting ceramics including increased surface hardness, fracture
toughness and bend strength. However, while many implanted ceramics
displ yed increased surface toughness, e.g. A120 3 [1 - 3], TiB2 R1], SiC [1]
and fuUy stabilized ZrO 2 [4], others such as glass, SiAlON and some ZrO2I cerarnics (5] showed decreased fracture toughness, particularly at high

01aper presented at the 14th International Conference on Metallurgical Coatings,
San Digo, CA, U.S.A., March 23 - 27, 1987.
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tluences. Sic ariSio 4, the ceramics of interest here, were-expecdto
behave ;like. the ,ceramics... in Wte latter category, so it -was necessary to
investigate implantation processes which would not be so deleterious to
the surface mechanical properties. One method of reducing the structural
damage produced by ion implantation is to implant "hot", i.e. to implant
into a h•ea6d substrate t61.

The influence of one implant species, Ti÷ ions, on the surface
mechanical properties of SiC and Si3 N4 implanted to high fluences and high
temperatures, with the goal of improving the properties by hot implantation,
is examined in this paper. Surface compositions were analyzed by X-ray
photoelectron spectroscopy (XPS) sputter depth profiles, surface
morphologies by optical and electron microscopies, and surface mechanical
properties by indentation hardness and fracture techniques. Several effects
of thermally assisted solute redistribution and phase formation on surface
mechanical properties are discussed.

2. Experimental details

"2.1. Substrates
Commercial SiC and Si3N4 substrates (SiC, ESK high-density sintered

alpha; Si 3N4, Norton NC132, MgO hot pressed, and Ceradyne 147-1,, Y20 3

hot pressed) were polished to a 3 um diamond finish. Several NC132
substrates, which arrived with commercially polished surfaces, were sub-
sequently ground, lapped and repolished to generate new surfaces.

2.2. Ion implantation
Ion implantation was performed at the Naval Research Laboratory in a

Varian-Extrion high current implanter. Base pressures before implantation
were in the i0- Torr range. 4 8Ti i, ns were implanted at 190 keV to fluences
up to 4 X 10'7 ions cm-. The predicted range and range straggling values
for both of the substratc; are about 116 nm and 36 nm rnspectively [7].
These parameters give peak concentrations, assuming a gaussian range
distribution, of about 45 at.%.

During implantation, substrates were either held at room temperature
or implanted hot. Hot implantation denotes direct heating of the substrates
by the intense ion bean and is achieved by suspending the substrates in a
molybdenum sheet basket during ir.plantation. An optical pyrometer,
calibrated by a thermocouple, was us-d to monitor the substrate
temperature. During hot implantation, performed with ion current densities
up to 40 uA cm- 2 , substrates reached temperatures from 500 to 900 0C
within a few minutes. For both cold and hot implantation conditions,
substrates were masked in order to retain a non-imolanted area of each
surface. The non-implanted areas of che hot substrates were subjected
to what will be called a "'acuum heating" treatment.
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ne&7u~gu- anta~lysis; .

' The near pirface compdsition' was investigated by. XPS. XPS" was
"performed 'with monochromatiz6d aluminum X-rays in a Surface Scnce".
Laboratory small-spot analyzer. Sputter depth 'profiling was accomplished
using 3 keV Ar+ ion bombardment. Ion milling rates were 14 nm min- 1 ,
-according -to the depths of the ion-milled craters as measured by Michelson
interferometry. Data analysis was performed using Surface Science
Laboratory software routines. Binding energies were referenced to 84.0
eV for Au 4f712; the adventitidus C 'I,"observed at 284.9±- 0.2'eV, served
as a secondary standard. Composition us. depth profiles were quantified
by integrating the photoelectron spectra and normalizing them using
Surface Science Laboratory's modified Scofield cross-sections. Rutherford
backscattering (RBS) was used to verify the elemental depth profiles:

2.4. Indentation hardness and toughness
Knoop and Vickers indenters were used to evaluate the surface

mechanical properties of the polished, titanium-implanted, ion-milled and
vacuum-heated surfaces. Indentation crack lengths were measured using
light microscopy. Indentation toughness values were calculated according
to the formula proposed by Lawn et al. [8] and critically evaluated by
Anstis et al. [9j. By this method, one measures the radial crack length c
at a given load P on the Vickers diamond and computes the indentation
toughness as

1/2. P

where E is the elastic modulus and H is the hardness. In this study, we
compute the change in indentation toughness as

(Kc)imp• - (K)nn =cn 0 n 1  
(2)

(Ký)no" (imp, -
Although this formulation of indentation toughness does not strictly apply
to implanted layers, it does provide numbers like hardness numbers to
compare various treatments.

3. Results and discussion

3.1. General observations
Titanium implantation at 4 X 10i7 ions c1x- 2 gave a metallic luster to

both cold and hot implanted substrates: both of the cold implanted sub-
strates had a "silvery" appearance, whereas the hot SiC substrate had a
dark, metallic appearance and the hot Si 3N4 substrate developed a golden
hue. Implantation also produced conductive surfaces on otherwise highly
insulating Si 3N4 (about 1024. J2 m). The resistance was approximately
100 '2 with a 1 cm separation of the probes of a volt-ohmmeter. Because
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of the high .conductiVity, XPS analysis could be performed without the .

charging problens'commonly encountered with insulators.

3.2. X-ray photoelectron spectroscopy analysis of SiC cnd SiN 4  .

?XPS sputter depth profiles of the room temperature implants into
"Sic and Si3N4 'are shown in Figs. 1(b) and 2(b) respdctively. TheTi profile
showed the expected gaussian-like distribution, with peak concentrations
from 40 to 45. at.%.at a depth of. 120 nm as predicted. The carbon or
nitrogen and silicon concentrations dropped then rose in inverse proportion
to the titanium concentration, indicating that the bulk constituents had
simply been diluted by the implanted titanium. The C:Si and N:Si ratios
varied systematically with the titanium concentration in XPS'depth profiles
but not in RBS depth profiles (not shown) of the same samples. The
variations are believed to be due to preferential sputtering during ion mil-
ling in the XPS depth profiles (10). A second feature of the profiles, oxygen
depletion, was also seen in several of the commercially polished Si3N4
substrates. The oxygen appears to have migrated out of the peak depth
region during implantation, becoming trapped near the surface. However, r
after grinding, repolishing and implanting, these substrates showed no
oxygen depletion.

XPS sputter depth profiles in SiC and Si 3N4 substrates heated to V

approximately 900 °C during titanium implantation are represented in
Figs. 1(a) and 2(a). Both of these profiles differ from their room
temperature counterparts (verified by RBS profiles) in ways suggesting that
solute redistribution and phase formation took place during hot implanta-
tion. The SiC profile suggests TiC formation with silicon depleted from

DEPTH (nm)

140 280
60

_ II
4 H0T IMPCANT

20 T. 0 40 CIMPLANT

(b) 0 - ---------
0 1500 .

SPUTTER TIME (SECONDS)

Fig. 1. XPS sputter depth -profiles of titaniurn-implantid SiC (peak binding energy
(electronvolts) is given at selected depths): (a) 900 0C imiplant; (b) room temperature
implant.
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spurTTE TIME IsECONosI
Fig. 2.XPS sputter depth profile of titanium-implanted Si3 N4 (peak binding energy
(electronvolts) is given at selected depths): (a) 900 °C implant; (b) room temperature
imptant•

the peak titanium concentration region. The Si3 N4 profile appears now to
have at least three layers, passing from the surface to the titanium peak-
depth region: first, a thin silicon-nitride-rich layer containing titanium and
a small amount of oxygen; next a layer probably containing TiN + Si in
approximately equal concentrations; finally, a layer containing TiN (and
probably titanium) and some silicon.

•The hot implantation profile of Si3N4 is consistent with phases
predicted by the ternary phase diagram for Ti-Si-N at 700 - 1000 °C (11].
(It should be noted that there is az, error in the Ti-Sn-N drawing in ref. 11,
Fig. 4. The position of Si3 N4 along the N-Si line was incorrectly placed at
33% Si and actually belongs at 43% Si.) The reaction of titanium with
Si3 N4 should produce the following:
Si 3 N 4 + Ti-Si-N 4 +TiN+Si 0%<-[Ti<36%

Si3N4 + Ti --- TiN + Si + TiSi2 36% < [Ti] < 45%

These phases are consistent with the binding energies obtained from the XPS
data, given at selected depths in Figs. 1 and 2, and from reference
compounds listed in Table I. In particular, the binding energy for titanium
at lower concentrations is that of TiN, while at maximum concentration it
shows a mix of TiN and probably titanium silicide. Similar arguments can
be made for phase formation in titanium-implanted SiC.

A second finding from sputter depth profiles was that, in the com-
mercially polished substrates (those that showed oxygen depletion in the
•room temperature implants), the oxygen concentration •rapidly fell to *

zero and remained there. XPS sputter depth profiles of the non-implanted
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TABLE 1

Binding energies for photoelectrons of silicon, titanium, nitrogen and carbon'

Photoclectron Binding energies (eV)

Metal . Nitride Carbide

Si 2p 99.1a. b, 9 9.4 c 102.1c 1 0 0 . 2 d, 1 0 0 .2 b

Tr 2P•3 12 .453.9a 454.9", 454.7b .. 454.8"
N Is 397.1b (TiN) -

C Is - 281.2a (TiC)

*Reference 12.
bpresent work.
'Reference 10.
dReference 13. J

portions of these substrates also showed oxygen deplction, indicating that
substrate heating (in vacuum), and not ion implantation, caused the oxygen
depletion. Several Si 3N4 substrates were later ground, lapped and repolished;
they did not show oxygen depletion after hot implantation. These results
suggest that grinding and/or polishing can destabilize the oxygen chemistry
in sintered or hot-pressed ceramics.

In summary, titanium implantation was capable of forming unique
surface alloys in SiC and Si 3N4. XPS analysis suggested that a solid state
reaction occurs, i.e. titanium bonds replaced silicon bonds to nitrogen and,
at high temperatures, the atoms redistributed, allowing the thermo-
dynamically stable phases to begin to form. The golden coloration of the hot
titanium-implanted Si 3N4 substrate supports the interpretation of the XPS
data that TiN was formed.

3.3. Suirface mechanical properties
3.3.1. Surface morphology: SiC
The shiny black, polished surface, as seen by the naked eye, was

observed in a microscope to contain many pits and protrusions. Surface
textures around Vickers indents exemplify the brittleness of the surface.
Grain pull-out, circumferential cracking and radial cracking occurred at low
loads (less than 1 N). Cracks propagated along pores, second phases or grain
boundaries, indicating that propagation in the surface is controlled by the
near-surface microstructure. Similar microstructural control of indentation .
fracture has been observed by Naylor and Page [141 in hot-pressed and
reaction-bonded SiC substrates.

Heating these commercially polished SiC substrates in vacuum to
temper-atures above 500 °C smoothed the surface considerably but also
increased the brittleness of the surface. Around Vickers indents, the radial
cracks became more jagged and circumferential cracks more pronounced.
These features are readily seen in Fig. 3, a scanning electron microscopy
(SEM) stereo micrograph of a Vickers' indent (at 4.9 N) in the non-
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Fig. 3. SENt stereo' pair of a Vickers' indent (at 4.9 N) in sintered SiC vacuum heated
1(o 900 ýC.

implanted portion of a substrate heat"d in vacuum to 900 •C. At higher
lo-ads, chunks of material often popped out of the indented surface.

Both' cold and hot titanium implantation into SiC substrates greatly
reduced grain pull-out and circumferential cracking and d 'ecreased the
microstructural control of radial crack propagation. Chipping, observed
on the long edge of Knoop indents, was replaced by extrusion, indicating
plastic flow of the titanium-implanted surface. Roberts and Page [151 have
reported similar resistance to chipping for high fluence, room temperature
implants of N' and B- into SiC.

The increased resistance to chipping is illustrated dramatically in Fig.
4. which shows Vickers indents (at 49 N) in the hot implanted surface and

u an ion-milled crater on the samie surface. While chipping was suppressed
and radial cracks were less jagged on the implanted surface, the brittle
textures that typified non-implanted surfaces had returned in the ion-
milled crater.

3.3.2. Surface morphology: Si3 N4
As happened on SiC, polishing left the Si 3N4 surface's quite pitted and,

in certain areas, particle-like protrusion could be seen. In contrast, titanium
implantation closed polishing pores and Vickers-induced radial cracks as
seen in the optical mnicrograph's in Fig. 5. In particular, Fig. 5(b) illustrates
the closing of radial cracks -by.implantation: Fig.. 5(a) shows an indent before
implantation and the middle photo shows the same indent after implanta-
tion. The closing of cracks is believed to be due to subsurface compressive
stresses that developed in response to implantation-induced surface tension;
however. -a quantitative discuksion of these effects is beyond the sto, i
of thim papeir. Implantation also reducs d the microstructdral control of



494

IMPLANTED AREA -
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(a)

ION MILLED (280 nm) CRATER I

0 A

(b)

Fig. 4. Optical m;crographs of Vickers indents (at 49 N) in hot titani,.n-implanted

(900 °C) sintered SiC: (a) implanted surface; (b) ion-milled crater.

propagating cracks, similar to that reported by Burnett and Page [5] for '

titanium-implanted SiAIONs.
Vacuum heating to 900 °C produced no significant morphology changes I.

in most Si 3N4 substrates. However, several substrates from one batch of

Si 3N4 developed brittle surfaces after heating to temperatures greater than

500 °C in vacuum. Figure 6 shows both optical and SEM micrographs of
surfaces of cne such substrate heated to 900 °C during implantation. Both 2

implanted and non-implanted areas developed a network of cracks, with
quilt-like patches from 20 to 50 pm in diameter. Crack propagation around

indentations was deflected by, then followed, the borders of the patches.

The surfaces became extremely smooth, making them quite transparent I
and enabling one to see features several- micrometers below the surface.
(e.g. subsurface lateral cracks in Fig. 6(b)). These surfaces were the same

-" . !~~~II .. .r••:i
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(a) (b)

(c)
Fig. 5. Optical micrographs of Vickers indents (at 49 N) in hot-pressed Si8N4: (a) non-implanted; (b) indented then titanium implanted; (c) titanium implanted then indented.

as those found to be oxygen depleted. Not all Si 3N4 substrates becameembrittled during vacuum heating. However, those which did also showedoxygen depletion, leading us to speculate that loss of oxygen led to embrit-
tlement of the surface. At present, however, we do -not know what caused
these substrates to lose oxygen.

3.3.3. Swelling
Implantation at room temperature caused the surfaces of both SiC and

Si3 N4 to swell about 70 ± 10 nm, similar to values reported for high fluence
implants into.SiC [15, 161 and A120 3. However, no swelling was observed
on, substrates implanted at high temperatures. The swelling is attributed to
the accumulation and retention of defects, consistent with the "atomic
stuffing" depth profiles observed during room temperature, implantation.
The absence of swelling in the hot implanted substrates is consistent with

• .. . ,-. .:•. • ":. ..".• ' -. .,.. .' . . , : ". . . .",1 • .
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r'ig. 6. Micrographs of Vickers indents in surfaces of hot-pressed Si 3N•4 heated to 900 "C
n vacuum: Nomarski micrographs of 4.9 N indents in (a) non-implanted and Ib) t
:itanium-implanted areas; (c) SEM micrograph of 0.20 N indent in nan-implanted area.

she removal of defects during the solute redistribution and phase formation
,hat occurred at higher temperatures.I

.3.3.4. Surface hardness

The near-surface hardness of the SiC and Si 3N4 substrates was measured
g'ith a Knoop indenter at loads of 150 mN and 98 mN respectively. The
ndenter penetrated 200- 300 nm into the surface, comparable with the

mplantation depth. As seen in Table 2, room temperature titanium
mplantation lowered the surface hardness of both SiC and Si3 N4 . Hdt
mplantation did not lower the hardness of SiC significantly and appears

.o have returned the hardness of Si 3N4 to its room temperature value. The

ecovery of surface hardness after hot implantation is probably due
o the avoidance of amorphization, which is responsible for softening

eramic substrates [61. Vacuum heating lowered the hardness of all Si3 N4 Hot

1e
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TAOLE.2.

Knoop hardness of titanium-implanted Si(d and SiZlN4

Area indented Hardness of SiC (HK) Hardness& of Si3N4 (HK)
S T40 OC :. .... 4  " '<40"OC T -900C.

Non-implanted. 42t 2 45 ± 3 29 ± 6 23± 7
Ti÷ 24±'2 38±5' 23-±5 28±2

'Load, 0.15 N.

substrates, both oxygen depleted and non-depleted, for reasons not at
present understood.

"3.3.5. Indentation toughness
Indentation toughness measurements were performed with a Vickers'

indenter at loads from 10 to 98 N. The indentation toughness values were
calculated from crack lengths measured at a load P = 49 N. The results, too
lengthy to present in this paper, are summarized in Table 3. Indentation
toughness values decreased by 10% - 25% for all the implant, conditions
except for the room temperature SiC implant, which showed no, change in,
indentation toughness, In addition, non-implanted Si3N4 surfaces that were
oxygen depleted by vacuum heating had indentation toughness values 15% -
25% lower than the original surfaces.

XPS depth profiles might provide insight into the toughness of hot-
pressed Si 3N4 and sintered SiC. Since oxygen depletion led to increased
brittleness of the surface in many substrates, it is tempting to suggest that
the oxide phase(s) contribute to the toughness of these materials. We note
that the room temperature SiC implant, which did not lose oxygen from the
implanted layer, was the only substrate that showed no drop in indentation
toughness. It would be useful to learn whether the glasses [171, SiAIONs
and ZrO 2 ceramics [5) that lost fracture toughness after implantation might
also -have lost oxygen during implantation.

j

TABLE 3

Indentation toughness changes of titanium-implanted SiC and Si$N4

Substrate SiC SiC Si 3N4 Si 3N4
Implantation temperature < 40 *C 900 °C <40 *C 900 OC
Indentation toughness None Decreased Decreased Decreased
change 15%-.20% 20%-25%. 10%-25%

•MM r
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Summarizing remarks and conclusions '

Composition and morphology studies of high fluence titanium
nplantation indicate atomic stuffing of the lattice at room temperature but

ignificant solute redistribution and phase formation at the higher tempera-

ures (up •1A 9000 C). The swelling observed on room temperature implants,

ut lost in high temperature implants, is consistent with defect removal

ccompanying solute redistribution- Recovery of surface hardness at high

emperatures is probably due to phase formation and defect removal.
)xygen destabilization, which may result from grinding or polishing, appears

o contribute to decreased fracture toughness.
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IPOSITION, STRUCTURE AIQD WEAR RESISTANCE OF
A1-4V IMPLANTED WITH CARBON OR BORON TO HIGH DOSES*

BOLSTER, I..L. SINGER and R. G. VARDIMAN
'Research Laboratory. Washington, DC 20375-5000 (U.S.A.)

yived March" 23. 1981)

mary

High-dose ion implantation of carbon or boron into Ti-6AI-4V alloy
uced flat-topped concentration profiles indicating considerable solute
tribution. Carbon implantation produced precipitates of TiC, which
me a continuous, layer at the highest doses. This layer showed very high
;ion resistance, at least 70 times that of the substrate. Boron implanta-

generated increasingly dense layers of TiB2 dispersed in amorphous

ium. Boron and lower-dose carbon provided appreciable increases in
resistance (by about ten times). Wear of these ultra-adherent but thin

s (less than 300 nm) was not uniform.

troduction

Ion implantation has been shown to improve the tribomechanical
erties of a wide variety of engineering materials (1 - 3). Its most nota-
uccesses have generally been obtained in those engineering alloyz known
heir poor wear resistance; titanium and its alloys are prime examples.
ous tribomechanical studies of ion-imp' anted titanium have focused on
on implantation, which has been shown to harden the surface [4 - 7],
ase durability during sliding wear [8 - 13] and greatly improve the
)sive wear resistance of prosthetic devices [ 14 - 161. The best results are
:ved at highest doses where nearly continuous layers of TiN are formed

.7 - 19].
This investigation examined two other interstitial implant species,
n and carbon, capable of improving the wear resistance of titanium
s. High-dose B÷ [20, 21] and C÷ [22] implantations are known to form
le and carbide precipitates, and titanium boride3 and carbides are known

-? harder than and, perhaps, more wear resistant than titanium nitride is
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liego, CA, U.S.A., March 23 - 27, 1987.
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[231, Previous studies have shown, with one exception 1111, that C+ im-
plantation provides comparable tribomechanical benefits with N *'(16,24J..
Moreover, C+ implantation has been 'shown to benefit the fatigue resistance
of a-Ti by strengthening the surface (221. Some tribological benefits of B+ m
implanted titanium have also been reported [25]. b f

The purpose of this, paper is to demonstrate the benefitsof implanting
B+ or C+ to high doses into the alloy Ti-6A1-4V. Doses for B+ implants
were chosen to give peak concentrations capable of forming TiB and TiB2 ,
and doses for C+ implants were chosen to give peak concentrations-up to
that needed to form TiC. Although there is evidence that post-implantation
heat treatments can benefit tribomechanical properties [12; 24], we re- I
stricted this study to unannealed, room-temperature implants.

2 Experimental procedure

"Samples of mill-annealed Ti-6AI-4V (Ti-11.2at.%AI-3.8at.%V) alloy i

from two sources were used. They were similar in hardness and abrasive wear
resistance. The samples were machined disks, 12.7 mm in diameter and 2.8 m
mm thick, ground, tfine ground, and polished with 3' Im diamond to a
steady-state finish on the polishing machine to be used for the abrasive wear
studies.

Ion implantations were performed in the Naval Research Laboratory
high current Varian-Extrion implanter. Polished Ti-6AI-4V disks were
mounted on a water-cooled holder and the target chamber was cryogenically
pumped to pressures of 2 X 10-6 Torr or better. B* ions were implanted at
40 keV to doses of 8 X 1017 cm- 2 or 16 X 1017 cm- 2 , and C* ions at 50 keV
or 75 keV to doses of (2,. 8) X 10'" cm- 2 . Concentrations at peak depth
predicted from range straggling data (Table 1 and Appendix give details) L

varied from 56 to 71 at.% for B' and from 21 to 52 at.% for C'.
Auger sputter depth profiles, were performed using Ar* ion milling. I

Compositions were computed by standard normalization procedures
using sensitivity factors obtained from well-characterized TiC films and

TABLE 1
Range R., range strangling AB, and peak concentrations for TI-6AI-4V implanted with
11B+ or 124* 126)

Ion B# C* Co

Energy (k*V) 40 50 75
R, (nm) 104 109 151
&R, (nm) 44 41 52

Dose(xl017 cm-2) 8 16 6 2 4 8
Peak concentration (at.%) 56 71 51 21 35 52

3(
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TiB substrates: S(Ti420 eV)/S(B) 2.2 and S(Ti420 eV)/S(C)= 1.0were
used on data obtained with a 2 kpV electron beam. Depth scales,,Where
given, were obtained from depths of ion-milled craters measured interfero-
metrically; uniform sputtering rates were assumed.

To prepare specimens for transmission electron microscopy (TEM),
the surfaces of polished, then implanted; disks were sliced off using a thin
diamond saw, mechanically polished on the sawed surface, cut in 3 mm
disks, and electrolytically thinned from the unimplanted side. These were
then examined in a 200 keV electron microscope and selected area electron
diffraction (SAD) patterns taken.

Abrasive relative wear resistances (RWRs) were determined by polish-
ing of the sample disks with 3 pm diamond paste [27 - 29]. In this pro-
cedure, implanted and reference (non-implanted) disks were polished simul-
taneously under controlled conditions. Wear depth increments of 10 nm
could be resolved. Moct of the experiments were done with three implanted
and six reference disks.

.The boron and high-dose (8 X 1017 cm-) carbon.im planted surfaces
were polished on the wheel polisher with a pressure of 6400 Pa and a mean
speed of 23 cm s-1. Low-dose (2 X 1017 cm-2) carbo n-i mplanted surfaces
were polished on the wheel polisher at 2700 Pa and 10.9 cm s-1, and on a

vibratory polisher with a pressure of 6400 Pa. The implanted surfaces were
examined at various wear depths for changes in surface texture, hardness
and composition.

3. Results and discussion

3.1. Composition
Composition us. depth profiles for C' implanted Ti-6AI-4V, shown

I in Fig. 1 for medium and high doses, evolved with increasing dose from a

70 140 210,c
X 4C

z I

sIC -C

I - -.

SPI4JrT 011"l VIM( li*,d

SFig. 1. Composition tv. depth profiles for 75 keV carbon ions implanted in fl-SAM-4V
at two doset: -- -. nominally 2 X 1017 Cm-; -- 8 X 10cm- .

I
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Fig. 2. Composition us. depth profiles for 40 keV boron ions implanted in Ti-6A1-4V
at two doses:- - -, 8 x. 107 cem- 2 ; - , 16 x 10'Ccm- 2.

slightly broadened gaussian to a near flat-top distribution as the maximum
concentrations approached 50 'at.%, suggesting considerable redistribution
of (solute) carbon. (The apparent retained dose is approximately twice-the
nominal implanted dose for reasons as yet unexplained.) The lineshape of
the carbon (KLL) Auger spectrum was like that of titanium carbide up to [
carbon concentrations of about 50 at.%. At higher concentrations, the
carbon (KLL) lineshape indicated admixtures of elemental carbon, which,
for the highest dose implant, led to the uncertainty in peak concentrations

(indicated by the c:oss-hatched region of the profile, curve)., The peak
concentration was found in the predicted range near a depth of 140 nm.
The 6 X 1017 cm-2 profile for 50 keV C* (not shown) was identical with
that of 8 X 10"7 cm- 2 at 75 keV, except for the shorter range. Finally,
infusion of oxygen was seen for C÷ implantation at these high doses.

Composition vs. depth profiles for 40 keV B* implants to 8 X 1017

cm- 2 and 16 x 10i" cm-2 are shown in Fig. 2. (No depths were measured,
but it was assumed from the projected range data that the peak boron
concentration lies near 100 nm.) At both doses,'the boron profiles are 1*
considerably broader than a gaussian, indicating considerable redistribution
of (solute) boron, especially toward the surface. The lineshape of the boron
(KLL) Auger spectra were like that of titanium boride, up to boron con-
centrations of about 65 - 70 at.%. At higher concentrations, the boron
(KLL) lineshape indicated significant admixtures of elemental boron, which
again led to the uncertainty in peak concentrations for tha higher-dose
implant (indicated by the cross-hatched region of the profile curve). Infusion
of oxygen (but not carbon) is seen at both doses, far more than is found in
non-implanted substrates.

3.2. Structure
The structure of the Ti-6AI-4V implanted layer for the carbon dose

of 2 X 10i7 ion cm-2 at 75 keV has been reported previously [22]. This
and the current TENM structure observations are summarized in Table 2. At

[I
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TABLE2

S , .. Summ ryof phases oblereed by TEM for carbon and boron implantations.oTi'-'6AI-4 V

Implant Dose Energy Matrix Precipitate Size
(ion cm -2) (keV) (nm)

C+ 2 x 10' 7  75 5T ' -2

C+ 6 x 10 7  50 TiC -

B+ 8 X 1017 40 Amorphous TiB2  10 -30
B+ 1.6 X 0I1s 40 Amorphous TiB 2  30- 100

6 X 1017 ion cm- 2 carbon (50 keV), the TiC layer was continuous, and SAD
showed o titanium spots only from the thickest parts of the foil which
remained electron-transparent. A continuous TiC layer was also found for
a carbon dose of 7 X 1017 ion cm- 2 at 75 keV.

For the boron dose of 8 X 10"' ion cm- 2 , a diffuse ring indicating an
amorphous matrix was readily apparent in the diffraction pattern. All
crystalline ring reflections indexed to TiB 2. At 1.6 X 10"8 ion cm- 2 , the

Samorphous ring was much weaker, and the TiB 2 reflections stronger, cor-
responding to the observed increase in size and density of the precipitate.
No indication of the TiB phase was found, in agreement with results of
Okamoto et at. [ 211.

The formation and growth of TiC and TiB 2 precipitates may account
for the observed broadening and flattening of the carbon and boron con.
centration profiles. As the precipitates grow, they occupy larger volumes
than the metal matrix (16% for TiC and 47% for TiB2). Compressive stresses,
generated symmetrically about the peak depth (the likely nucleation depth)
combined with lowered solubility in the precipitated phase and radiation-
assisted segregation would drive the solutes initially towards the surface. At
higher doses, solute drag by defects may reverse the flow towards the in-
ternal precipitate-matrix interfaces 171. Therefore, at high doses, one might
expect broad, uniform distributions even for single energy implant: •..•'. the
caveat that some blistering may occur at high doses).

3.3. A brasive w-ar resistance
* ' Two abrasive wear experiments with low-dose carbon implanted in
STi-6AI-4V were done with the vibratory polisher, and one with the wheel

polisher at higher speed and lower load. All the results were similar. The
data from the wheel polisher are shown in the lower curve of Fig. 3. Each
point shown is the mean of the data for three disks. The peak RWRs with
the vibratory polisher were 7 and 8, at depths of 80 and 120 nm.

The high-dose carbon implant produced the much greater effect shown
by the upper curve in Fig. 3. Its peak RWR value was comparable (70 and
66 respectively) with that of a sputter-deposited TiN film (from W. Sproul,
Borg-Warner Corporation) polished with the same reference disks. Moreover,

I
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Fig. 3. Abras ve wear resistance us. mass loss and average wear depth of Ti-6AI-4V im-
planted with high and low doses of carbon ions at 75 keV.

this RWR vaue far exceeds the largest RWR increases measured in previous
implantation studies: about 10 for titanium-implanted AISI M2 tool steel
[30] and itanium-implanted 304 stainless steel [27], and about 6 for
titaniun-im >lanted 52100 bearing steel (31].

At de ths beyond the peak, the implanted layer began to wear non-
uniformly, Nith some portion of the bare substrate exposed. After 100 pg
of wear, two distinct zones on the titanium disks were visible to the naked
eye. The curves are therefore plotted as functions of mass loss rather than
of wear dep.th. The corresponding average wear depth is given at the top.
Although o e might expect that polishing in such a controlled manner would
remove ma rial layer by layer, this is not the case for ion-implanted
Ti-6AI-4V. Although the initial segments of the RWR curves reflect the
RWR of tle more wear-resistant implanted layer, the rapid .drop in the
high-dose curve and the shallow peak depth relative to the carbon concentra-
tion shown in Fig. 1 indicate that wear of the substrate was occurring. I
Tailing of t~e curve is also the result of this composite wear process. After
400 - 500 ju of wear, these disks were still about half-covered by the wear-
resistant la er, resulting in RWRs of around 2. Auger sputter depth profiles
of the rem, ining layer (not shown) indicated that only 50 nm of the im-
planted layer had been worn away. This wear depth also matches the depth
of the RWR curve peak.

Boron implantation also' produced large increases, from 8 to 13 times,
in the RW] of Ti-6A•-4V. With the boron implantations, however, the
RWR peaks, shown in Fig. 4, did not differ greatly between high and low
doses, the curves being similar to that of the low-dose carbon. (The mass
loss scale 0 Fig. 4 is half that of Fig. 3.) One anomalous result is that, in
one run with the high dose, two of the three disks. had very low mass losses,
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Pig. 4, Abrasive wear resistance us. mass loss and average wear depth of Ti-6A1-4V im-
planted with high and low doses of boron ions at 40 keV.

I producing the point at an RWR of 65. Non-uniform wear was also observed
with the B+-implanted layer, as with the C p-implanted layer, suggesting that
non-uniform wear may have reduced the apparent RWRs beyond the peak
depth. Again, the RWR peaks are at shallower depths than would be ex-
pected from Fig. 2.

Two implications may be drawn from the non-uniform wear behavior
during polishing of hard, thin layers on softer substrates. Firstly, the RWR
curves may give only lower bounds on the maximum wear resistance of the
implanted layer. The larger the RWR of the implantea layer, the less likely

*] the true RWR would be measured. Secondly, because polishing does not
produce uniform layer-by-layer wear, composition analysis of polished
surfaces may not be used indiscriminately Jo assess migration of implanted
species during wear [ 13].

1 4. Conclusions

Implantation of Ti-6AI-4V with carbon or boron to very high doses
produces a thick implantr--I layer (about twice the projected range) with a
nearly uniform carbon or boron distribution. In the carbon-implanted layer,
TiC precipitates grow in a titanium matrix ultimately to a continuous TiC
layer at highest doses. In the B -implanted layer, TiB2 precipitates grow in
ani amorphous titanium matrix Woward a uniform TiB2 layer.

3 The high dose C+ implant, corresponding to a continuous TiC layer,
produced the largest increase in wear resistance of the implants studied. Its
wear resistance was comparable with if not greater than a TiN film produced3, by physical vapor deposition. Moreover, from a production point of view,

I
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the- C*_ implant required less than half thde dose (i.e. half the implantation
-time and cost) that the. higiest dose 13' implant. iequired. However, die B+ '
implant, even at 8 X 10"7 cm- 2 , provided a respectable improvement (eight
timer) in wear resistance for Ti-6A1-4V. In addition, the B4-iniplantation
process produced an amorphous matrix, which may be beneficial where I
corrosion aiccelcrates. div wear process, e.g- in rotticonpnet.
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Appendix

The maximum concentration of implanted ions, assuming a gaussian
range distribution, occurs at a depth given by the projected range. This peak
concentration Np (i.e. at peak depth) depends only on the range straggling
ARP and dose, and is calculated as

0.4 X dose
ARP

The peak atomic percentage concentration for ions I which enter a lattice
interstitially can be calculated as
[I]-

Np + p

S I where p is the atomic density of the unimplanted lattice. For Ti-6AI-4V,

an atomic density of p = 5.76 X 1022 atom cm- 3 was assumed.

I Note added in proof
Non-destruct've composition depth profiles of carbon-implanted Ti-6AI-4V have

* been .)btained by Rutherford backscattering spectroscopy (RBS) (R. Gossett, May 1987)
in order to quantify better the high dose profile data. RBS values for the peak carbon
concentrations in the high dose implants (6 X 1017 cm- 2 at 50 keV and 8 x 1017 cm-2
at 75 keV) were about 67 at.%. For the lower dose implants, RBS values agreed to

* better than 10% with Auger values. RBS also indicated a 10% - 20% narrower straggling
range for the high dose implants than that obtained ty Auger sputter depth profiles.
We attribute the "broadening" of the Auger profiles in Figs. 1 and 2, where uniform
sputtering was assumed, to slower sputtering rates of the TiC and TiB2 phases relative to
the metallic titanium phase.

I
I



.. .. C0OSITIO11 AN•D #TRUCTU& Of Si34, IMePLA14TED 'iTH Ti'
. - AT 900*C.

I.L. SINGER, R.G. VARDIMAN AND C.R.'GOSSET'
•-Naval Research Laboratory,. Washington, DK_20375 .. ....

S~AB-7 ACT

Ti" ions were implanted to high fluences (up to '5 x lO8/cMr2 ) into Si2114

substrates heated to around 9000C. Composition vs depth profiles were
oLtained by 8 RBS (in conjunction..with RUMP anelysis) and microstructures were
examined by TEN. At a fluence of 4 x 10 7 /cm2. the Si concentration was
considerably reduced at the Ti peak depth but enriched near the surface. By 5
x l017 /cm2 , Si was nearly depleted from the implanted layer, Leaving a Ti-rich
nitride layer merging continuously into Si3tl4 . TEM detected TiN p-ecipitates
up to several Um in diameter, and coherent-with Si3N4 crystallites. A Si-Ti-P
ternary phase diagram is used to interpret the observed solid state reactions.

INTRODUCTION

m Ion implantation is capable of modifying the surface chemistry, structure
and mechanical properties of ceramics. Investigations-by researchers at Oak
Ridge National Laboratory', at Cambridge Uaiversity2 and Toyota LaboratoriesO
have' demonstrated many benefits 'of implanting ceramics including increased
surface hardness, fracture toughness and bend strength. These enhanced
properties can be-tost,-however, if the implantation fluence gets'-too high and
the surface becomes amorphous. 4 .5 One method of reducing the structural damage
produced by ion implantation is to implant "hot," that is implant into a
heated substrate.6 We recently took this approach to investigate the
influence of Tio ions on the surface mechanical properties .SiC and Si2N4

' implanted to kigh'fluenies' "'ad at high temperatures. 7  One unex~ected result
was that Si appeared to be quite mobile in hot implanted Si3N4, but. not in hot
implanted SiC'. This mobility 'warranted further examination of the phases
formed during hot implantation.

- This paper examines in more detail the chemistry and 'structure of Ti
implanted Si3N4  at high fluences and high, temperatures. Near surface
compositions were analyzed by RBS, a- quantitative nondestructive depthI ' profiling technique ideally suited for-implants of heavier-atoms into lighter
solids, Microstructures were obtained by transmission electron micrbscopy
(TEM) and diffraction. Solute redistribution and phase formation

.- . accompanying high fluence'implantation is discussed in terms of the Si-N-TiU . .... ternary-phase diagram.

FXPERIME•AL

Commercial Si3N4 substrates (Norton NC132, hot-pressed with MgO) were
polished to a 3-Um diamond finish. Ion implantation was performed at NRL in a
Varian/Extrion high current implanter. Base psessures before implantation
-were in the6AO, 7 Torr ratge. "$Ti ions were implanted at 170 or 190 key to.
:fluences up to-5 - x 10C7. ions/cum2 . The predicted range and range'straqulig-
values are about 115 nx and 35 nm,.. giving peak concentrations, asguming a

..gaussian range.'distribution .upto 60 at. *.,

During' impiantation, substrates were either heat sunk or. a we1l-cooled ...
substrate holder (T <. 400C) or implanted "hot." "Hot" implantation denotes
direct heating -of• the substrates by an intense ion beam and is achieved by
thermally isolating substrates in a- suspended Mo sheet basket during
impla4tation. An.optical pyrometer, calibrated by a thermocouple, was used tcc

S• .• . .'S



S , ! onit 'oT .the substrate temperature. During "hot" implantation, performed wirh ....

ion current densities up to 40 pA/cmz, substrates reached temperatures between
800 and 90O 'C within a few minutes'.

Co*Position vs depth profiles were obtained by RBS using 2.00 .MeV-alphaparticles. Spectra were obtained in a copl,&nar geometry at 300, to 600 grazing

....exit to-enhance depth resoLuticn. The spectra were fit by the sihitlazion
program RUMP'. Depth scales at the top of the figures were calculated using
the atomic density of 9.6 i 1022 atoms/ca' for Si3N4 which differs .from. that/
of TiN (1.05 x 1013 atoms/cmz) by less than 5%.

For TEX studies, disks 3 mm in diameter received a fine mechanical polish
on the side to be implanted, then after implantation were ground to a
thickness of 100 pm on the unimplanted side. The implanted face was then
masked and the back side ion milled to perforation. .Masking was done with.a
,silicon rubber compound applied wet with a hardening catalyst and removed with
freon.

RESULTS

Compqsition vs depth profiles of Si 3N4 implanted with Ti to high fluences
are snown in Figs. 1 and 2. To illustrate the effects of substrate
temperature, Fig. 1 presents compositions obtained at a fluence df 4 x
l017 /cm2 with 190 keY Ti ions in substrates held at T(400C (left) and beam j
heated to about 9000C (right). The lower temperature profile gives the
expected gaussian-like Ti distribution, with Si3N4 diluted in proportion to
the incorporated Ti. The hot implantation profile, in contrast, suggests that

.three or four distinct layers were formed. Hot implantation clearly promoted
solute redistribution. In particular, Si appears to have been displaced from
the Ti-rich layer and moved towards the surface. This profile resembles the
layered structure found when Ti was reacted with ,i3N4 at these
temperatures.o." [

OEPTH Q .n.

TWUPLPNTEO SN(AT 40C' TrIMPLANTEO S1,5N (AT 900q" ,
DOSE - 4X 10ftm'*. ENERGY 190 kyV DOSW - 4x 10'?kftm. ENERGY I go0 kW

-so

Z a. 1 -

0 3.8 7.8 11.4 152 19.0 0 3.8 7.6 11.4 151 1,.0 i-EPTH (x 10" ELmscm*.
ofo.

Fig. 1. RBS depth profiles of Si3Nt:Ti" (4 x 10''!cm at 190 ke•l. Left,
substrate termezature < 400C; right, Substrdte temperature apprcximately
900oC.
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Fig. .2. RDS depth profile of 40

Si3N4 '.-TiI (5 xAO l /O'1m at"170 key.I sample temperature approximately ..
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IiAt a fluence of 5 X l017/CM2 with 170 keV Ti ions, the hot implantation
profile (Fig. 2) looked more like a "sputter limi~ted" curve, but with most of3 the near-surface Si missing. The fall 4iff in the Si profile as it enters the

* ~Ti-rich layer suggests that the elemeaital Si might have moved to the su~rface
.then desorbed into the vacuum ~during..implantotion. T1he composition achieved

~ 3 substrateof a Ti-rich nitride layer merging continuously with a A. nitride

TEX studies* o! t'he hot 'implantiAd Si3N4 '(5 X 1017?/Cm 2) shoved TiM present
as both fine particles approximately 10-50 no in diAmeter (Fig. 3) and as
large graine several microns in size (Fig. 4). no amorphous material was
observed. Si3N4 was detected in some diffractinn patterns, usually showing
-coherency with Any.large .Tih particles: present,. as seen iA Fig. ... However,,

* it cannot- be definitely ascertained iron these results whether the pattern
& rose from Si2N4 present. in :'the. implanted layer or- f rom. the. underlying
substrate.

IE;

I Figa3k* Field TEX' m cr~ora'pb 'image. 'using 'the two Inner rns(1 n
200) of the inset electron diffraction pattern. Si3114 spots can be seen just
inside th'e innermost (111) rinc.*0
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Fig. 4. Dark f ield TEll micrographic showir~g a large Till gra.n. Ins-a,
diffractioi¶ pattern sho-s a (110) orientation for the grain.

rig. 5. Electron diffraction
pattern showing both Si3N4 and TiM
reflections. TiN pattern is (100),

*and, Sj3N 4  reflections show T
coherency with Till. 0

DISCUSSION-

-- *-PredicnM dPtas;es. An idealized model is presented here for assessing the.
phases expected in Ti-implanted Si2N4. A-ternary phase diagram calcu,'aited for
the Si-N-Ti system at temperatures between 700 and 1GO00C is shown ir' the
upper right of Fig. 6. Although calculated phasL, diagrams are
oversimpl ificat ions, this one bas been shown consistent 4ith phases observed
at' 10030C in Ti-metallized Si'N412.

WIe have useod this diagram to compute the therjodynamically r'~able phases
expected for Ti-implanted Si3N4 assuming no elemental redistribution. 'The
compositions .obtained by alloying Si3N4 with Ti fall on the dashed Iiqe74r,.%n
7.o= th~e Ti -ofner to Si3Il4. Implanting Ti at 170 keY to a flu-ýnce 6f-`.5
1O''7/cm2 into Si3N 4 Would give. to a first approximation,. A gaussitn Profile
with a pea% concentration of about 60*at % cen'te-red at a depth ct 12~ 0
Using th~is gaussian profile (depicted schematically along the dashed lilie)'; w'e
have calrulated and Presentr~d in Fig. 6 the pha!:es eýpected at eac-h cepth. At
Ti concentrations up to 36 at %, Si3N. decomposes to Tit; and Si. Atti~pher Ti
ccnc~tn-ra ioi~s, Siun 4 no longer app ar-s but .T1 suicides jnd Tiz! .r-;e't
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Fig. 6. Preidicted phase vs depth profile for Si•I,:Ti' (5 x l0' 7 /cm 2 at 170
,ey). Irnset shows ternary phase diagrar for Ti-4-Si with schematic of1' Jelemental Ti profile used to compute the phase profile.

N Actual Phases. In fact, thr only two phas-s observed for the highest fluence
(5 x 10'•/cm2 ) hot implanted SiHN4 were Ti and SiIN4. The TiN phase would
account for the golden coloration observed on the hot-implanted surface. The
presence of coherent, crystalline phaces and the absace of amorphous material
ip the implan-ed layer is attributed to hot implantation. Room temperature
implantation of Si-based covalent ceramics such as SiC and Sialon produces an
amorphous phise at fluences two orders of magnitude lower than used here.5
Thus, hot implantation in the 9000C temnrature range can provide sufficient
defect annealing to produce crystalline surnaces. The absence : f, Ti silicide
phases or TizN may be due to a non-ideal composition: The peak Ticoncentration is lower than predicted (40 vs 60 a~t At) anti substantial
quantities of' Si have bean lost from the implanted layer. Although not
exatined in detail in this study, Si depletion has previously been seen from
silicides' and SiC1 4  heated in vacuum above 8006C and during sputtering of
Ti.-implanted S;13,q.7

A reexamination of the ternary phase diagran'(in Fig. 6) for Ti implanted
into a Si-deplpted S13N4, i.e. the actual composition of the implanted layer,
would n,r', predict high concentrations of TiN and some SiiN4, as observed and.

- perhaps, free 1N (e.g. M2 gas). And, in hindsight, the teinary phase diagram
could have forewarned of possible Si redistribution. Free Si. according to
thc ternary phase diagram, is a thermodynamically %table decomposition product
of the Ti./Sjii4 4 r(eactiott. By contrast, tree Si is not a stable decompositior.
p rodj, of' 3iC alloyed with Tf,.• and p3rallel studies conducted 6A Ti-I iplanted SiC showed no Si solute redistribution under identical hot;:,.Ol ant at irn ce itio ns . Tt rr.,a;-%: phase d:acrars, thet ofor(!, shortld bev Juabie tot prd<ict ihq solute redistribution during high temperature

implantation of alioys'<;tro ýl;.mtntal Constitllnts., and not ccmpounds, areI • : a ~~ l e j e c o m p o l i d . • d l t s •
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SUMMARY AND CONCLUSIONS

A crystailine TiN layer has been formed in the surface of JS9N4 by
implanting Ti to high fluences into a beam-heated substrate.' The TiN layer
merged continuotisly into the underlying Si2N4 substrate and, in places,
exhibited cohe-vce with Si)N4. This composition was brought about by the
loss of Si from the implanted layer. Ternary phase diagrams proved useful in -
accounting for both the phases formed and the Si solute redistribution. I
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INDENTATION FRACTURE AND NEAR SURFACE CHEMISTRYI OF TI-ION IMPLANTED ENGINEERING SigN 4 AND SiC

i NavaI.. L. Singer" . .'. . ~Naval Research .Lab. '.
Ii ' Washington DC 20375.

The surface mechanical behavior or ion-implanted Si 3N 4 and SiC has been
investigated by indentation fracture techniques. Ti ions were implanted to a high dose
(near 50 at.% peak concentration) into'substrates at room temperature and at 906C. In3 a a sintered, alpha-SiC. implantation reduced the grain pullout, circumferential cracks and
microstructural control of radial cracks characteristic of, Vickers indents in nonimplanted
surfaces. Implantation was particularly effective in reducing the surface brittleness
caused by, heating SiC substrates to 900*C in vacuum. Implantation into a hot-pressed
Si 3N4 ceramic reduced the critical load for radial cracking under Vickers indentation
from about 10 N to I N and decreased the indentation fracture toughness values for
Si5N4 substrates implanted at room temperature from 5 to less 'than 4 MPa-m' 12 . On the
other hand. room temperature implantation apparently produced compressive stresses
sufficiently large to. close pores on the surface and considerably reduced microstructural
,.ontrol of propagating cracks. Both implanted and nonimplanted surfaces of SigN 4

~ exposed to high temperatures in the vacuum became embrittled, developing a quilt-like
texture, with patches from 20 to 50 um in diameter. XPS depth profiles indicated that
heating in vacuum depleted the subsurface of oxygen (presumably from the grain
boundaries)., The depth profiles also indicated that TiN and TiC formed during highIi temperature Ti implantation of Si3N4 and SiC, respectively.

1. INTRODUCTION .. ..

i ... Ceramics, by virtue of their light weight, high strength, thermal stability and hot
hardness have great potential as triboelements in moving mechanical assemblies.
However. ceramics generally have rather poor surface mechanical properties: they tend
to fail catastrophically by surface chips, cracks, and by releasing sharp abrasive particles
with subsequent high wear rates Moreover, engineering ceramics are not monolithic
solids i.e. they have many other phases (glasses, sintering agents, milling impurities), and
these other phases can and often do control both surface mechanical properties and
oxidation behavior., This research effort was undertaken to understand the surface-
controlled failure modes of engineering ceramics operating at high (850 0C) temperatures.I ".with the goal of designing surface treatments capable of improving tribological behavior.

Ion implantation is a surface treatment capable of modifying the tribomechanical
behavior of ceramics. Researchers at Oak Ridge National Laboratoryl in the USA and at
Cambridge University' in England have demonstrated that ion implantation can increase
(or decrease) hardness, increase fracture toughness and reduce friction. To date,
however, most research has focused on single crystal ceramics, and virtually nothing is
known about the effects of ion implantation on engineering ceramics. This researchprogram was undescaken with the purpose of identifying ion implantation treatments that

1 improve the surface mechanical properties of engineering ceramics expused t, an
J . oxidizing• environment.....

3I .nFl: (1) to 6170-32

1.
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During the first year of the program, experimental and theoretical studies ,were
oerformed both at NRL 3nd at Cambridge University in England (with Dr. Trevor Page
and coworkers), The work at Cambridge. -which is the focus of this report, concentrated
On determining the surface mechanical behavior of ion-implanted' as well as CVD-coated
eangineering ceramics. Surface analytical and mechaoical studies *.ro performed. on two
of the engineering ceramics, SiC and Si 5N 4, under consideration as. bearing materials in
the DARPA/Hughes 'Solid Lubricated Ceramics* program., (The substrates were prbvided
by Mike Gardos of Hughes Aircraft). Given the limited amount of time and- the vast
number of implantation parameters that could be varied, an implantation "design*
philosophy was followed for improving surface mechanical properties. Ceramics were
implanted with ions selected to produce unique (i.e. unobtainable without ion
implantation) phase mixtures: Hence, Ti ions were implanted into SiC or Si3 N4 to very
high doses in order to form tough TiC- or TiN-like surface phases within the more
brittle matrix;. A! ions into SI5N 4 to produce sialon-like compounds; N ions into SiC and
C into Si0N4 to produce Si carbonitrides. The metal implant treatments were also
expected to improve 'adhesion of nitricke or carbide hardcoatings to the ceramic surfaces,
e.g. TiC and TiN coatings on Ti-implanted SiC and SiYN4, respectively.

This report covers the preliminary studies on the room-temperature surface
mechanical properties and compositions of ion implanted substrates. (Reports on the high
temperature mechanical properties and oxidation behavior will follow.) Section 2 presents
the implantation parameters chosen and the ion concentrations expected, the indentation
hardness and tougnness methods used, and the surface analytical techniques employed.
Section 3 presents both qualitative and quantitative evaluation of the surface mechanical
properties of Ti-implanted and nonimplanted SiC and Si3 N4 substrates. It demonstrates
that ion implantation can produce unique surface alloys on ceramics with both
outstanding and poor tribological properties. But more importantly, the investigation
uncovers many of the potential failure modes of these engineering ceramics and provides
an approach to improve their surface mechanical properties.

"2. EXPERIMENTAL . .. : .

2.1 Substrates

Si3N4 and SiC substrates were provided by Mike Gardos, Hughes Aircraft Co. The
substrates were rectangular solid blocks, I cm x I cm x 0.5 or 0.3 cm thick, from
batches of materials listed in Table I. Se:ected substrates were given identification
numbers then diamond polished (to *3 diamond) in order to obtain a reproducible finish.-
To the naked eye, the substrates had a shiny black finish. However, under high

magnification of an optical microscope, the surface showed polishing pits, pores and
perhaps second phase compounds.

TABLE I: SUBSTRATE MATERIAL AND IDENTIFIC%'lION NUMBERSFOR ION
IMPLANTATION STUDIES.

ENGINEERING MANUFACTURER/TYPE SUBSTRATE IDENTIFICATION
CERAMIC PREFIX NUMBTNPS

Si3N 4  Norton NC1 32 SN 1,2.11.12,13.14,2(p.-"
.._MgO Hot-Pressed

SiC ESK high-density SC 1,2,7.9.9.10.
sintered alpha
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2.2 ion Implantation
Implantation parameters were chosen in order to achieve nearly equal concentrations

or 'implantation-induced and bulk phases for each of the three *implanted species: Ti÷, AV
and C (in Si3N4) or N* (in SiC). After implantation at a single energy, implanted ions
are distributed in a Gaussian-like. depth profile, characterized by a projected, range, R
and a suaggling range, dRF.3 . The maximum 'concentrations of implanted ions, [CImax, islocated at Rp, the depth of the Gaussian peak (hereafter referred to as the peak depth)
and may be calculated and expressed in at. % as follows:

I (CI,.iAi - NPl Nb x 100 (Ia)

or

[C),.., - N/ (N, + N oo 100 (1b)

3 where NP is the maximum density of implanted ions, given by

Np a 0.4 x dose / dRP (2)

and Nb is the density of the bulk material. E4. '(1a) gives an upper limit of the
maximum concentration whereas (Ib) gives a lower limit (it assumes complee
substitutional dilution of the substrate atoms). Atomic densities for Si 3N4 and SiC are
9.54 x 1022 at/cm 3 and 9.64 x 1022 at/cm3, respectively. Table 2 gives the implantation
parameters used in these calculations, as well the doses chosen to achieve nearly, equal
concentrations of implantation-induced and bulk phases for each of the implanted species.

TABLE 2: IMPLANTATION PARAMETERS AND PREDICTED RANGES AND

CONCENTRATIONS FOR ION IMPLANTED 'Si3N4 AND SiC

SUBSTRATE ION ENERGY DOSE RANGES, CONCENTRATION"
Rp dRp

(keV) (x 1017 /cm 2 ) (nm) (nm) (at. %)

SisN 4  Ti* 190 4 116 3. 31-45

I Si3N 4  Al+ I10 4 115 37 31-45

Si3 N 4  C+ 75 4 148 33 34-50

SiC Ti* 190 4 116 36 32-46

SiC AV 190 4 115 35 32-47

SiC C+ 85 4 150 34 33-48

3 Low and upper limits, see Eqs. (16) and (1a), respetively.

Ion implantation" was performed at NRL in a Varian/Extrion high current implanter.3 Base pressures before implantation were in the 10-7 Torr range. Two sets of substrates.
were prepared at each implantation condition: one set was maintained at room "
temperature during implantation while a second set was implanted 'hot." "tot"3 I implantation denotes direct heating of the substratcs by the intense ion beam and is

I,



achieved by thermally isolating the substrates. e.g. by suspending the substrates 'in a Mo
sheet basket, during implantation. The substrate is therefore given what might be called

...a "vacuum annealing* tr-,atment. An optical pyrometer- was used to'monitor the
* temperatures of the substrates during implantation. For both cold and hot implantation

conditions, substrates were masked in order retain a. nonimplanted area of each surface.
Table 3 identifies and lists the implantation conditions for each of the substrates.

TABLE 3: IMPLANTATION CONDITIONS FOR SISN 4 AND SiC SUBSTRATES

- I
SUBSTRATE ION IMPLANTATION FLUX SUBSTRATE

PARAMETERS TEMP.
ENERGY DOS (6c)•

(keV) (X '1017/cm 2) (uA/cm2)

SNI I Ti 190 4 5 <40

SC7 Ti+ 190 4 5 <40

SN12 Ti÷ 190 4 38 900 I
SC8 Ti' 190 .4 38 900

SNI Al* 110 4 51 <40

SCI Al* 110 4 51 <40

SN2 Al' 110 4 63 900

SC2 Al* 110 4 63 900

SNI3 C+ 75 .4 _--' -- "

SNI4 C+ 75 4 19 500

SC9 N+ 85 4 32 <40 •

SCIo N+ 85 4 16 460

. Not measured.

----------------------------------------------------------------------------

2.3 Indentation Hardness and Toughness.

Knoop and Vickers hardness tester(s) were used to evaluate the surface mechanical
propertics of the nonimplanted, Ti-implanted, ion-milled and vacuum-annealed surfaces.

The near.-',.rface hardness was measured with a Knoop indenter loaded with 15 gf and 10 I
gf. respectivzly, for SiC and SiN 4. At these loads, the Knoop indenter penetrated 200-
300 nm into the surface, comparable to the implantation depth (although the indenter

sampl,ýs the hardness to a depth about 4 to 10 times greater). I
The load above which radial cracks appeared around Vickers indentationc i.e. the

critical load, P*, was determined by observing indents from loads of 100 gf upwards.

I



Indentation toughness values were determined according to the met!'od po I~n b Lawn
et al" and 'critically evaluated by Anstis et als. Dy this miethod. one measures te radial
crack length, c. at a given load, P. and computes the in,.dentation toughness as:

KC 0.016 x (E/H)1/2(.p/C3/2). ()

We. have chosen to..use a constant (E/H). value -for each of the calculations, even though -

u1nvaus ermesrdbeasofheucranyimesrdIIvleadavailability of a value of E. for-our substrates.' The ratios chosen were taken from
Anstis' compilation of materials property data . and .are given below.-

TABLE 4:' ELASTIC MODULUS AND HARDNESS, VALUES USED IN INDENTATION
TOUGHNESS CALCULATIONS (TAKEN FROM ANSTIS ET AL6)

L.MATERIAL E (GPa) H (GPa) E/H

Si3N4  300 18.5 16.2

sic 436 24.0 18.2

2.4 Surface Analysis.

The near surface composition was investigated by Energy- Dispersive Xray A s alysis
(DX) 'and by Xray Photoelectron Spectroscopy (Xl'S). EDX was 'performed in an ISI-200

scanning electron microscope (at NRL) to determtne the concentrations of impuanted ai
retained in the four substrates. A 20 keV electron beam, rastered over a 20 ur x 20 u~n
area, gave sufficiently good signal-to-noise ratios (10:1) to perform this measurem ent.

(SS) sal-spt nalze. Sut dethproilig as ccmplshd uin I ýVAr* ion
bombLarues Ion manasuered, were tt th r fm/mit based on depths of the ion-rn lied

.craersas easred y Mchesoninterferometry.. Data .analysis was performed using SS1..

s l ioftware routines. Bindinuenfergyu/d sth ratfiles were obtained directly from the
acquired data. Composition vs depth profiles were quantified using Gaussian fits to the

photoelec'tron spectra and normalized using SSL's modified Scofield cross sections.
3. RESULTS AND DISCUSSION

MProperties of SiC.

.- Sdrfae morphlgey.rPlishin a shiny.'black '.surface a's seen~ by the
nake ey. Hweve uner micoscpe.the polished surface' was' seen to contain many

4indicated that the surface was very brittly.
Gran pllot, ircmfrenialandradalcracking occurred at low loads (<1'00 gf) with a

Vickrs iamnd ndeter Crckspropagated along pores, second phases or grain~
" boundaries, indicating su ace tomhosoughne of the surface is controlled by the near surface
microstructure. Fnd Iy showtheetrface pec morphology and the various crack patte ns in
san&niround aeetron mindentatiope (at 5Rkgf) on a polished, nonimplanted SiC sof iace.
Similaretaine inth ourl substrols. indentation fracture has been observed by Nayl r and
bomareinhot.-poessedand reaction bonded /anbSiC substrates:

I caesa esrdb ihlo nefrmty.Dt~nlsswspromdu;n S.
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Heating the SiC substrate in vacuum to a temperature of about 900*C-smdothed the
surface considerably, but also increased the brittleness of the surface. Around Vickers

. .. iadent.s, the radial cracks became more jagged and circumferential cracks more
pronounced. These features aire readily seen in the SEM stereo micrographs of a Vickers".indent .(at 500, gf) in the nonimplanted. portion of the vacuum heated substrate SC8,
shown in .Fig. 2. At higher loads, chunks of material often popped oui of the indented

. • surface.

Both .cold and hot. Ti implantation into SiC substrates greatly reduced grain Pullout
. and circumferential cracking and decreased the microstructural control of radial crack

propagation. In Fig. I1 very different crack patterns are seen around a 5 kgf Vickersindert in the nonimplanted and Ti-implanted substrate SC7. The increased toughness
provided by Ti implantation at the high temperature is sefn cven more dramatically in
Fig. 3, which shows Vickers indents (at 5 kgf) in the implanted surface and in an ion-
milled crater of substrate SC8. (The ion milled crater represents the SiC surface but
with the Ti+ layer (about 280 nm thick) removed.) On the Ti+ surface, chipping was
suppressed and raiial cracks ran on straighter paths.

TABLE 5: SURFACE HARDNESS (IN GPa) OF Ti-IMPLANTED SiC. 3-- --------------------------------------------
Substrate Area IndentedK( Surface Hardness

HKOlS L( of hits--------------------------------------------------------------------
SC7 nonimplanted 42 _ 2 6

Ti+ 24 ± 2 5
ion milled crater 29 _ 2 3

S....... SC ... . . no~nimplanted .. .. 45 ±: 3 6 .. . . . .
•8Ti+ 38 ± 5 5

ion milled crater,. 50 ± I 3
--- -------------- ------- r---!--------------------------------------

Susface Hardness. The n.ar-surface hardness of the SiC substrates was measured by
a Knoop indenter loaded with 15 gf. The indenter penetrated 200-300 nm into the
surface, comparable to the implantation depth (although the indenter samples the .

hardness to a depth about 4 to 10 times greater). As seen in Table 5, Ti implantation
appears to have lowered the surface hardness of SC7 but not as much for SC8. It also
appears that sCg. the substrate heated in vacuum, may be somewhat harder than the
Driginal substrate. However, one cannot rely too much on the calculated hardness at Ithese loads, because of L1) the difficulties or measuring endpoints of indentations only 8

.. to 'IQ um long, and 2) the increased plastic flow observed in implanted surfaces. 3

!

. . *
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I TABLE 6: CRITICAL LOAD (P), INDENTATION TOUGHNESS AND HARDN.ESS OF Ti-
IMPLANTED SiC.

-S ubstraite P Area Ind2nted Load Indentation. Hardness 'HY
QIn kgf) " . (in kgf) Toughness K • P" ' "

(in MPa-rm1/'- (in GAI'I
SC' 0.3' nonimplanted 1 !.0 4.3 t-0.5 29 ± 4

0.3 Ti. 4.0 : 0.4
nonimplanted 5.0 3.5 1 0.6 23 3
Ti÷ 3.5 1. 0.5

SCg 0.1 nonimplanted !.0" 4.7' ± 0.3 27 ± 2
0.1 Ti+ 4.0 ± 0.5

nonimplanted 5.0 4.4 ± 0.7 27 ± 2
Ii Ti+ 3.8 ± 0.5

*] Tocahness and Hardness. Indentatior. toughness measurements were performed
with a Vickers indenter at loads from 0.1 to 10 kgf. The critical load at which surface
radials appeared, P'. and indentation fracture toughness are given in Table 6; and,. for*,
completeness, HV values are alco given. Note that the Vickers indenter, at 5 kgf,
penetrated about 6 pm. First, it is seen that P* hot < P" at room temperature. This

. is consistent with the more brittle nature of the hot implanted SCS. Second, P" is the.
same for non and Ti-implanted surfaces, on both room temperature and hot implanted
substrates. Third, the K. values of the nonimplanted and Ti-implanted room temperature
substrates were, nearly the same, suggesting that implantation does not significantly
affect the radial crack system. A similar conclusion was. reached by Roberts and Pagern for N-implanted .SiCS.. .... ... ........ . •.

Finally, an increase in measured hardness at lower loads can be -seen for the SiC
.. room.. temperature. substrate. The rise indicates -an indentation' size effect (ISE) index <

2, as is well documented for ceramics 9. it is interesting that no change 'in measured
hardness with load was seen in the substrate heated to high, temperatures.-

3.2 Surface mechanical p:operties of Si N4."

* Surface Morpholoev. Polishing left the Si3 N4 surfaces quite pitted, and in c.rtain
"Eareas, particle-like protrusion could be seen. (These are seen in Fig. 4 and will' be

identified later.) Indentation studies showed that the hot-pressed Si3 N4 (NC132) surface
'was quite resistant to cracking;... radial cracks' did .not form until loads of about .1 kgf,
and chipping' was uncommon: 'Room temperature implantation of Ti decreased the critical
load for radial fracture considerably. The optical micrographs in Fig. 4 of Vickers indent
(at 500 gf) in SNI I show radials ;n the Ti-imlanted surface but not in the polished or

*j ion-milled surfaces. It is quite clear that Ti implantation reduced the resistance to
surface radial fracture, but when the implanted layer was removed, the radial fracture
resistance returned.

On the other hand, Ti implantatior at room temperature produced large compressive".
-stresses, sufficiently large -to-close polishing- pores on 'the surface. : Implantation also
reduced considerably the microstructural control of propagating cracks. These twoIi ....

|t
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effects are easily seen in Fig. 5. optical micrographs of Vickers indents (at 10 kgf) in
nonimplanted and Ti-implanted SNil.

Heating Si 3N4 to high temperatures in vacuum completely embrittled the surface.
Fig. 6 shows both optical and SEM micrographs of surfaces of Si 3N4 heated to 900*'C in
vacuum.. Heated surfaces developed a network of cracks, with -quilt-like patches from 20 -

to 50 urn in diameter.'. Crack propagation around indentations followed the crazes, of the-
patchy surface. Curiously, though, vacuum heating caused the SiN 4, like the SiC, ..-

"surfaces to become smooth. Lastly, implantation of Ti had no discirnable'effect on the
surface mechanical properties of vacuum heated Si3N 4 substrates. However, it did change
the color of the surface from shiny black to gold, suggesting that TiN had been formed.

TABLE 7: SURFACE HARDNESS (IN GPa) OF Ti-IMPLANTED S13N4.'

Substrate .Area Indented Surface Hardness
HK(10 pf) j of hits I

SNI I nonimplanted 29 ± 6 5
(cold) Ti* 23 ± 5 5 I

ion milled crater 24 ± 4 5

SN12 n9nimplanted, 23 ± 7 5
(hot) Ti÷ 28 ± 2 5

ion milled crater 26 t 7 5

Surface Hardness. The near-surface hardness of the Si 3N4 substrates was measured
- by, a..Knoop indenter at.a load of- .10 gf. The indenter. penetrated 200-300 nm into the

surface, comparable to the implantation depth (although the indenter samples theI
hardness to a depth about 4 to 10 times greater). As seen in Table 7. Ti implantation

may have lowered the surface hardness of SNII. the room temperature implant. but raised
the hardness of SN12, the substrate heated in vacuum. The surface hardness of SNII I
and SNI2 is not, however, very different, unlike the hardness values for SC7 and SC8.

TABLE 8: CRITICAL LOAD (P'), INDENTATION TOUGHNESS AND HARDNESS
'OF Ti-IMPLANTED Si 3 N4.

":Substrate P Area Indented Load Indentation Hardness HV
(in kgf) (in kgf) Toughness K (in GPa)

(in SIPa-m'/ 5 ) "

SNI I 1.0 nonimplanted 2.5 5.0 ± 0.4 17.9 ± 0.7
.0.2 Tj* 3.8 0 0.5

nonimplanted 5.0 4.7 _ 0.4 16.3 ± 0.6
Ti* 3.6 ± 0.3

- SNI2 <0.1 -I " nonimplanted 2.5 4.3 ± 1.0 18.9 - 1.0
<0.1 Ti* 2.9 ± 0.2 .

nonimplanted 5.0 3.7 _t 0.4 -18.9 ± 1.0 I
Ti÷ 3.5 ± 0.5

-. . . . . . . . . . . . . . . . . . . . . . .-r. . . . . . . --. . . . . . --.. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .I
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Touehness and Hardness. Indentation toughness measurements were performed with
a Vickers indenter at loads from 0.1 to 1.0 kgf. The critical load, P7 and -indentation
fracture toughness and* hardiness. are givep., n. Table 8.. First. in the room -temperature

S' 3N 4 substrates, P implanteda < P nonimplanted, verifying that high dose Ti
implantation promoted surface. radial crack.ing in Si3 N4. Second, the indentation, fracture
ioughness.values obtained rrorn the room temperature NC132 SisN4 agree well with
published values for NC132 SiSN 4 by i'ndentatiqn "techniques: Naylor obtained •values from
4.0' to 6.'2 MPa-m1/2,1o While Anstis, using the formalism leading to Eq. 3, obtained 4.0
mPa7,mI!.t I. Indentation toughness measurements :suggest that the decreose in critical,
load corresponds to a decrease in toughness. In *room 'temperature substrates, Ti
implantation caused a reduction i1 K, of about 20 to 25%. Thirdly, in the high
temperature Si3N 4 substrate, P" !vas below 100 gf for both the non- and Ti-implanted

side, and- K* was also reduced significantly. both presumably caused by the same effectn • " which p~rdutced 'the...einbrittle~d surface appeara~nce,.. . .. • ..I
Finally, the cold 'and hot Si3 N4 substrates showed the same measured hardness

behavior as did the'comparably prepared SiC substrates. -The room temperature substrate
showed an increase in measured hardness at lower loads, hence an indentation size effect

S(index < 2), whereas the hot implanted substrate again appeared to have constant
hardness. The mechanisms responsible for this increase cannot presently be explained.

j 3.3 Surface. Composition.

'EDX analysis. EDX analysis was performed in order to assess the retention of Ti÷

ions in the Si3 N4 and SiC substrates at the two temperatures and to identify the fine

particle-like' features. on'substrate SNII (see Fig. 4) . The particles were found to
contain W and Fe, in addition to Si, suggesting that these are impurities obtained during

* the ball-milling process of Si3 N4.

TABLE 9: EDX ANALYSIS.OF Tj+-IMPLANTED Si3 N4 AND SiC, SUBSTRATES

Substrate Counts . Ratio

IIT
SNiI 10,000 830 0.083

I SNI2 10,000" 580 0.058

- SC7 10,000 540 0.054

SC8 10,000 540 0.054
7 -- ---- --- ---------.. . -. . . . . . .--- ,----- --- ..- T- T------- - - ---- --- - ,---- -- -

The retention of Ti* ions was assessed by'comparing the Ti/Si ratios in the two sets
of SisN 4 and SiC substrates. The results, listed in Table 9, indic ate that Si 3N, 'and SiC
retained the same amount of implanted Ti at room and high temperatures. The ratio for
SNII, which shows an anomalously high Ti retention, can be rationalized as follows: W-
rich precipitates partially covered the Si3N4 substrate, thereby masking the EDX signal
emanating from Si._.Since Ti was implanted into both precipitates and the Si3N4
substrate, its EDX. iignal would not be attenuated. Hence, the increased Ti/Si ratio
doesn't constitute excess Ti (a physical impossibility), but rather an attenuated Si signal.

...........................
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XES ofLSIC, The XPS sputter depth profiles of the room temperature implant S.7
'-(see Fig.,7) show the expected Gaussian-like distribution for Ti with concomitant dilution

.. o the Si and. C The maximum concentration of 42. a*. % at a depth of 120 nm is
consistent with the value.predicted 'in Table, 2. The (0) does not vary appreciably i
throughout the implanted laye-, except for a slight rise in the Ti peak-depth region.
The rise there is probably a sputtering artifact; oxygen is probably preferentially
sputtered from the .SiC more than from the Si-Ti-C. The variation in -the Si/C ratio with
(Ti) also suggests preferential sputtering of Si. in the Ti peak-depth region -and of C
(slightly) in the bulk SiC.

The binding energies for the three major constituents of the implanted layer are i
listed above the profile. (We note that SiC did not charge up during the XPS analysis.)
The Si(2p) peak 'shifted continuously from 100.2 eV to 99.2 eV at the (Ti] peak-depth and
backto 100.2 eV in the.bulk. At the same time, the C(Is) shifted from 283.3 eV to 282.1
eV at the Ti peak-depth then back. The Ti(2p,/1 ) shifted down in energy from about •
454.8 eV to 454.4. eV at the Ti peak-depth then back up to 454.7 eV as it disappeared.

XPS sputter depth. profiles in vacuum-heated sub.trate SCS are shown in Fig. 8.
Although the Ti profile remains Gaussian-like, it appears less spread out than the room
temperature implant. The C and Si profiles do not appear to be simply diluted as they
were in the room temperature implant in Fig. 8. Instead, the (C] appears to remain high, i
whereas the [Si) seems to have been displaced from the Ti peak-depth region. Also, the

Soxygen is gone, from the implanted region and below. This depletion is probably due to
heating of the substrate in vacuum. and not an effect of implantation. i

The binding energies for this high temperature implant are seen at the top of Fig.
8. Entering the Ti peak-depth region, the Si(2p) peak at 100.1 eV (that of SiC)
disappears while one at 99.0 eV (that of Si) appears. At the same time, the C(Is) line at
283.2 eV shifts down in energy and broadens, then disappears as a 281.7 eV line appears
concuirent, w..ith increasing..(Tii. The :Ti(2p3 /2 ) binding energy remains. nearly. constant at- ..

454.4 eV for all concentrations. (See Table 10 for binding en.rgies of reference
samples.) *The binding energy shifts in Ti-implanted SiC suggest that the solid state
reaction .. . II

SiC + Ti -- >TiC + Si

proceeds as the Ti -concentration increases. . This reaction likely forms a TiC layer in•
the hot implanted substrate, similar to that formed in steels during the. *hot* implantation-
of Ti'2.

--TABLE 10. BINDING ENERGIES FOR PHOTOELECTRONS (PEs) OF Si, Ti, N AND C.
-------------------------------------------------------------------------------

*PEs Metal Nitride Carbide
-----------------------------------------------------------------------------
Si(2p) 99 . 1a'd, 9 9 .4 b 10 2 . 1b 100.2%,1002dI

Ti(2p 3s 2) 453.90 4 5 4 .9&,4 5 4 .7 d, 454.8a
• N(is) . 9 7 .d (Ti N) -------

C(is) 28I.i.28l.ld(TiC)
---- ---------------------------------------------------------------------------

a PHI handdbook of Xray Photoelectron Soectroscopy (Perkin-Elmer. MN, 1979).
b L.Kubler," R.Hoag, E.K.HilI, D.Volmont and G.Gewinner J. Vac. Sci. Technol. A

............ 4(1986) 2323 ..
c Y.Mizokawa, K.M.Geib and C.W.Wialmsen J. Vac.,Sci. Technol A 4 (1986) 1696.

d Present author.

I.
• . ,. . . ' . . . . . . _. ,-. . . : . .. ... . .. .. . .. • . .. . .• . . :_ • ... . .. ...
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XPS o( Si6N1 , Fig. 9 shows XPS sputter depth profiles of the room temperature

and hot implanted Si3 N 4 substrates, as wed as that of an electronics-grade rPCVD Si0N4film, shown for r'eference purposes. Perhaps the most notable difference between the
L " cold-and. hot-implanted- Si3 N4 substrates can be found in their oxygen profiles. (Recall

that the sputtering rates. here are about 14 nm/min.) The oxygen quickly leveled off to
near bulk Yalue in the cold substrate.whereas it more slowly, fell to zero in. the hot

* substrate. Continued sputtering on the hot substrate for hundreds of nms failed to
detect any oxygen. Hence, as with the SiC,• heating in vacuum tended to drive off
oxygen from the SisN 4 substrate.

IThe XPS sputter depth profile in the room temperature implant (see Fig. 10) shows
Ti distributed in the expected Gaussian-like distribution, with a peak concentration of
about 48 at. % at a depth of 120 nm as predicted in Table 2. The N and Si

iconcentrations drop',then rise. inversely, proportional to the Ti concentration, indicating
that. the SiN 44 has simply been diluted by the implanted Ti. The N/Si ratio also varies
systematically with the Ti concentration: it increases as the (Til iicreases. This variation,
however, is believed *to be an artifact of the sputter depth profile process due to
preferential sputtering of N. The oxygen profile is somewhat unusual. Immediately
below the surface there appears to be an enhanced [01 concentration which then falls to
zero (from a bulk value of about 4 at %) in the Ti peak-depth region. This profile is

interpreted as showing oxygen migrating out of the peak depth region during
implantation, but becoming trapped below the surface as it tries to leave. The
consequences of oxygen depleticn at room temperature will be discussed iater.

I The changes in binding energies of the Si(2p), N(ls) and Ti(2p3 /2 ) lines with depth'
S... in the implanted region- are given in Fig. 10 and shown in full detail in Fig. II. (Note

* that the spectra in Fig. II were not taken at equal depth intervals.) Si shows two
discrete peaks: a 101.6 eV peak associated with Si 3N4 (see Table 10), which disappears in
the Ti implanted region: and a 99.1 eV metallic Si peak , which appears in proportion to
the. growth of [Ti.. The. Ti peak appears. ,po shift..from .454.9. eV at. low concentrations to.m* 454., *eV at high concentrations. .The simplest interoretation of these shifts is that Ti is

bound as TiN for [Ti].< (NJ and. as a mixture of TiN and Ti for [Ti] > [NJ. 'The N peak
also shifts from 397.6 eV at lowest.[Ti] to. 397.0 at the Ti. peak-depth: this shift. is
interpreted as 'a change i'n bonding from Si'N to TiN.

The binding energies of Si and N abruptly shifted 2 - 3 eV negative at an depthi where [Ti] fell below: a few at. %, indicative of charging. At this depth, the bindirg
energies were identical to those obtained with the insulating LPCVD Si3N 4 film. Note,
however, that the binding energy data obtained in the implanted layer showed no
evidence of charging. This is because Ti-implantation at these high-doses produces

.:-conductive surfaces on otherwise highly insulating ceramics.

-XPS sputter depth profiles in SNI2,- the Si3 N4 substrate heated to. approx. 900 0C
during Ti implantaiion," are shown in Fig.12. " No0ne of the elemental profiles resembles
those of the room temperature implantation of Fig. 10. There appear to be at least, 3
layers passing from the surface to the Ti peak-depth rtgion: first, a thin Si+N rich
layer containing Ti and a small amount of oxygen; next. a TiN/Si layer, .i approximatelyI I equal concentrations; finally, a TiN layer diluted by Si. These phase identifications are
also indicated, qualitatively, by the binding energies listed above the profiles and shown
in Fig. 13. The dilcrete binding energies in the three depth regions attests to the phaseU formation. A secofid 'feature of the sputter depth profile is that the [01 rapidly goes tO
zero, and remains there. to at least twice that depth..'. Recall .that .. .XPS sputter depth.. .

I profiles of the nonimplanted portion also showed no oxygen depletion. Therefore, it may

I: ' ' ' ' ' ' . .
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be concluded that substiate heating (in vgCuum). and not ion implantation, caused the
oxygen depletion.

3.4 Composition &ad' Surface Mechanicas Properties

Ti ion implantation is capable of forming unique surface alloys in SiC and SisN 4.
XPS analysis has demonstrated that Ti bondi replace Si bonds to both N and- C in SiAN4
and SiC, respectively. At high temperatures and/or sufficiently high irradiation-induced

mobility, the atoms can redistribute allowing the thermodynamically stable phases to
form. According to the ternary phase diagram for Ti-Si-N at 900C . TiN is a stable
phase for (Ti] up to 50 at %, with Si then TiSi 2 stable by-pr-Aucts of the reaction13 .
The goldesn coloration ot the hot Ti-implanted Si3N4 substrate supports the interpretation
of the XPS data that TiN grains have been formed. In addition, the high dose
implantation of Ti produced an electrically conductive layer on the Si 3N4 surface..

XPS depth p(ofiles also provide new! insights into the diminished toughness of ion
implanted Si 3N 4 substrates. Since most of the oxygen is likely present in the grain
boundaries and its absence leads to increased brittleness of the surface, it can be
concluded that the toughness of SisNt is controlled by the oxide phases present at the
grain boundaries. In the case of SiC, room temperature Ti implantation did not cause
oxygen depletion (perhaps because the Oxygen was more tightly bound by the Al
sintering agent) and resistance to chipping was increased.

Heating either substrate in vacuum caused Oxygen depletion of both the implanted
and nonimplanted surfaces. This deoxygenation is likely responsible for tne increased
britt'leness and hardnces of the SiC and for the disastrous embrittling of the Si3 N4
surface. This is additional evidence that !some of the plasticity (i.e. their ability to
plastically deform without cracking) of these ceramic substrates resides in the oxygen-
containing phases. As to the origin of the cracking, we note that the crack network on

Si3 N4 resembles that seen in (dried), mud. after the -water evaporates. -By- analogy-, the -. I
Si3N4 surface may develop a crack network as the Oxygen is driven off by heating in
,vacuum. If .this rather- s~mple. hypotheses: were correct, however, it would be very

surprising since ceramics are conridered to be very stable in this temperature range (500
to 9000C)0

4. CONCLUSIONS AND RECOMMENDATIONS

I. The studies so far have demorstrated that it is possible to form metastabie, if not - •
stable, compounds of pseudo-binary carbides and nitrides in ceramic surfaces.
Further studies on the effects of these phases on the oxidation behavior and
subsequent surface mechanical properties are in progress.

2. High dose,. room temperature Ti-implantation can reduce the circumferential cracking
and surface fracture controlled by the microstructure (e.g. grain boundaries, pores,
... ) in Si 3N4 and SiC. However, indentation fracture toughness--as determined by
the length of surface radial cracks--is not reduced and may be increased when
oxygen-containing 'phases are depleted!. -Further investigations of these effect:.
should lead to a better understanding of the chemical basis for toughness in
engineering ceramics.

3. Hot implantation studies have indicated a chemical basis for embrittling :eramics at.
unexpectedly low temperatures. SIMS and SAM analyses will be performed on these
embrittled surface to identify the compounds responsible.for this embrittlement.
Since coating -processes such as CVD and PVD subject SiAN substrates to high
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temperatures under low pressure or vacuum conditions, it is importanL to pursue this
study in order to undeistand and control of deoxygenation and embrittlement of
heated substrate.. ...... ...........
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FIGURES

I FIG. I. Optical micrographs of Vickers indents (at. 5 kgf) in sintered SiC. 'Non-
* implanted and Ti-implanted.

*j FIG. '2. SEM stereo pair of Vickers indent (at 500 go) in. sinitered SiC. 'vacuum annealed
at 900oC.

Ii FIG. 3. Optical micrographs of Vickers indents (at S kgf) in vacu Ium annealed (9000C),
sintered SiC.' Implanted and ion milled (280 onm crater).

FIG. 4. Optical- micrographs -of -Vickers indent. (at 500. gr) in hoti-pressed S03 4. Non-
implanted, Ti-implanted and ion milled crater.

FIG. 5. Optical micrographs of Vickers indents (at 10 _kgf) in Si3N4. Non-implanted and
Ti-implanted..

FIG. 6. ~'Axiolt,.aphs of Vickers indents in surfaces of SijN4 heated to 9000C inIVacuum. 'Nomarski Micrographs of a) non-implanted, and b) Ti-implanted (atI 500 gO); SEM of- Al-implanted (at 200 qf).

I1 FIG. 7. XI'S sputter depth profile of Ti-implanted SC7. (Sputtering rate -23 nm/l0O

FIG. 8. XI'S sputter depth profile of Ti-implanted SCS. (Sputtering rate a23 nrn/l00Ii sec).
*FIG. .9. XI'S-sputter .depth profiles of non-implanted Si3A, substrates... (Sputtering rate -23

nm,/100 sec).

FIG. 10. XI'S sputter depth profile of Ti-implanted SNII. (Sputtering rate a23 nmn/lOGii sec).
FIG. It. XI'S binding energy/depth profiles 'of Ti-implanted SNI I.

IFIG.., 12. XPS sputter depth profile of Ti-implanted SN12. (Sputtering rate * 23 nn,/I00.
sec.

'' FIG. 13. XI'S binding energy/depth profiles of Ti-implanted SNI12.
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OPTICAL 'MIC.ROGRAPHS OF VICK~ERS INDENTS (AT 10 KGF)
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Ii
I .SIMS DEPTH PKOFILING OF 13C-lMl'LANTED IRON

I Ref- Code- 6,70-S6:Sti:al memo dated 30 Jan 87

I . On 27 January 1987 I. Singer, Code 6176. rmquested that sample 4 (reference (a)) be
depth profiled in a oxidized area of the surface and that the depth profile of sample 8
be repeated.

2. The samples were depth profiled with a CAMECA IMS-300 ion microscope using 5.5
keV 02÷ primary ions at a primary current of 500 nA. The primary beam was rastered

I over an area of approximately 500 x 800 urn. In the center of this raster an area 250
um in diameter was analyzed. Because of the difference in size between the rastcred and
analyzed areas the contributions of analyte atoms residing at the crater walls to the
detected signals were eliminated. Some details concerning the CAMECA IMS-300 ion
microscope are given in the appendix.

3. Figs. I, 2, and 3 s~how depth profiles for mass 13 ( 13C+), mass 54 (5 4 Fe+), and ma•s
72 ( 5 6 Fel6O+) of samples 4 (oxidized area), 4 (nonoxidized area), and sample 8,respectively. As may be seen the no significant differences are observed in the depth

profiles of the oxidized and nonoxidized regions uf sample 4. The differences in absolute
signal levels may be attributed in a slight drift of primary current during the analyses.I Of interest is the fact that the oxidized surface actually shows a lower FeO+ signal
relative to Fe+. The sample 8 profile no longer displays the high signal noise of the

previous analysis and now has a signal/noise ratio comparable to the other profiles.

4. Appendix:

ion The CAMECA IMS-300 ion microscope employs an energetic (0-10 keV) primary
ion beam (typically 02', Ar+, or 0-) to analyze solid materials. The interaction of the
primary ions with the sample erodes the target surface liberating secondary ions which
are sabsequently mass analyzed. The instrument design is such that the lateral
distribution of the secondary ions is reformed at the detector resulting in a magnified
mass analyzed image of the sample surface. This image may be observed visually or
recorded on electron sensitive film with a field of view of 250 microns and a lateral
resolution of one micron. The ion microscope is also capable of providing a three
dimensional characterizfafion of solids by monitoring the secondary ion signal of iaterest
as a function of time. Provided !he sputter yield (sputtered atoms/incident ion) is
constant (or the layer thicknesses of a heterogeneous sample are known) this time scale
may be convertcd to a depth scale by measurement of the crater depth. Crater depth
measurements are normally made in this laboratory by interferometry. Secondary ion
mass spectrometry (SIMS) is capable of detecting all elements in the periodic table, with
deteoion limits in the ppm to ppb range. With proper standards, quantification may be
performed with accuracies of - 10% or less. The instrument is normally operated as a
low resolution mass spectrometer (M/N = 300), but may also be operated in a high
resolution mode (M/M - 2500).
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SIMS DEPTH PROFILING OF 13-C-IMPLANTED IRON

L.. IlOn'appr'oximately 16 January l9E/, 1. Singer, Code '6176, 'submitted three sample's"for
analysis by secondary ion mass s pectrometry. These samples consisted of Fe substrates
which had been implanted with '3 C. Sample 4 had been implanted at an energy of 70
keV, sample 12 at 190 keV, and sample 8 a1 both of these energies. Of interest was the
depth distribution of 13 C.

2. The sample was depth profiled with a CAMECA IMS-300 ion microscope using 5.5 keV.

02+ primary ions at a primary current of 400 nA. The primary beam was rastered over

an area of approximately 500 x 800 um. In the center of this raster an area 250 um in
diameter was analyzed. Because of the difference in siz- between the rastered and
analyzed areas the contributions of analyte atoms residing at the crater walls to the
detected signals were eliminated. Some details concerning the CAMECA IMS-300 ion
microscope are given in the appendix.

3. Figs. 1, 2' and 3 show depth profiles for mass 12 ( 12 C,), mass 13 ( 13 C+), mass 54
(54FW), and mass 72 (5 6 Fei 6 0) of samples 4, 8 and 12, respectively. As may be seen
the level of 12 C which would be present as a contaminant is below the detection limit.
As the profile of sample 8 was taken betweer those for samples 4 and 12 and since all
samples were analyzed one immediately after the other, it is unlikely that the noise in
the secondary ion signals are an instrumental artifact. This noise may have been caused
by slight surface charging due to a high carbon concentration produced by the deeper
implant diffusing to the surface and possibly forming small islands of an insulating phase.
This is presently a subject of investigation, and any significant results will be presented
in a later report. Even with the decreased signal/noise ratio it is apparent that the high
energy implant in sample 8 has migrated closer to the surface.

4. Appendix:

The CAMECA IMS-300 ion microscope employs an energetic (0-10 keV) primary
ion beam (typically 02+, Ar+, or 0-) to analyze solid materials. The interaction of the
primary ions with the sample erodes the target surface liberating secondary ions which
are subsequently mass analyzed. The instrument design is such that the lateral
distribution of the secondary ions is reformed at the detector resulting in a magnified
mass analyze.1 imageo(f-the sample surface. This image may be observed visually or
recorded on Alectron sensitive film with a field of view of 250 microns and a lateral Z
resolution of one micron. The ion microscope is also capable of providing a three
dimensional characterization of solids by monitoring the secondary ion signal of interest
as a function of time. Provided the sputter yield (sputtered atoms/incident ion) is
constant (or the layer thicknesses of a heterogeneous sample are known) this time scale
may'-be convyrted to a depth scale by measurement of the crater depth. Crater depth
measurements are normally made in this laboratory by interferometry. Secondary ion
mass spectrometry (SIMS) is capable of detecting all elements in the periodic table, with
detection limits in the ppm to ppb range. With proper standards, quantification may be

..performed with accuracies of -. 10% or less. The instrument is normally operated as a...
low resolutior., mass spectrometer (M/M = 300), but may also be operated in a high
resolution mo,;.- (M/M -2500).
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SIMS DJTH PROFILING AND IMAGING ANALYSIS OF
& .. ROME PLATED NICKEL SAMPLES

1. On 30 December 1986, I. Singer, Code 6176, submitted two samples for
analysis by secondary ion mass spectrometry. these samples, labeled C-49
(work hardened) and N-16 (non-work hardened), consist of chrome plated
nickel substrates which show surface crack patterns. Of interest was the
lateral distribution of, species having a significant secondary ion signal and the
relative concentrations and depth distribution of oxygen in the two samples.

2. The samples were analyzed with a CAMECA IMS-300 ion microscope using
5.5 key Ar+ primary ions at a primary current of 500 nA (C-49) and 1.OuA (N-
16) for depth profiles and mass spectra. The primary beam was rastered over
an area of approximately 500 x 800 um. In the center of this raster an area
250 um in diameter was 'analyzed. Because of the difference in size between
the rastered and analyzed areas the contributions of analyte atoms residing et
the crater walls to the detected signals were eliminated.

Imaging analysis was performed by recording the secondary ion image on
Selectron sensitive film. Images were taken at a primary current of 1.0 uA

with the beam rastered !over an area slightly greater than 250 x 250 um. SomeI details concerning the CAMECA IMS-300 ion microscope are given in the
appendix.

3. Figs. 1 and 2 show depth profiles of mass 16 (0+), mass 39 (K+), and mass
52 (Cr ) for C-49 and N-16, respectively. As may be seen in both samples the
oxygen is near background levels. Sample N-16 however, does show a higher
mass 39 signal level, relative to mass 52, than sample C-49.

1Mass spectra take., of the samples N-16 and C-49 show significant
secondary ion signals (greater than 1000 total counts) indicative of Ni, Cr, K,
and Na.

An index of the images taken of the sample surfaces is given in Table I.
An image of the Al focusing grid is provided for scale. The grid spacings are

4 i 25 urn. The change in the mass 39 image of N-16 from the "peak shaped - "
structures to the "crack pattern" is most probably due to the eroding action of
the primary ion beam. Whether the "crack pattern" is the cause or a product
of the surface cracking is presently unknown. A more in-depth study of these
samples is planned and 'will be detailed in a subsequent report.

4. Appendix:

The CAMECA IMS-300 ion microscope employs an energetic (0-10 keV)
primary ion beam (typically 02 , Art+, or O-) to analyze solid materials. The'
interaction of the primary ions with the sample erodes the target surface
liberating secondary ions which are subsequently mass analyzed. The

GEO-CENTERS, IVC.
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instrument design is such that the lateral distribbtion of the secondary iun" is
* reformed at the detector resulting in a magnified mass analyzed image of the

" sample surface. This image may be observed visually or recorded Onl electron
"sensiiive'film'with a field of view ofK250 micilons and ' lateral "resolutiwn of:
one micron. The ion microscope is also capable of providing a three
dimensional characterization of solids by monitoring the secondary ion signal
of interest as a function of time. Provided the sputter yield (sputtered
atoms/incident ion) is constant (or the layer thicknesses of a heterogeneous
sample are known) this time scale may be converted to a depth scale by
measurement of the crater depth. Crater depth measurements are normally
made in this laboratory by intetferometry. Secondary ion mass spectro..etry
(SIMS) is capable of detecting all elements in the periodic table, with
detection limits in the ppm to ppb range. With proper standards,
quantification may be performed with accuracies of approximately 10, or less.
The instrument is normally operated as-a low resolution mass spectrometer
(t/0 = 300), but.may also be operated in a high resolution mode (M/M
2500).-
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Ij" TABLE I

II
Ij IMAGE SAMPLE MASS

IiC-49 16
2 C-49 39

1 H-16 16

4 N-16 39

5 N-16 52

6 H-16 39

N M-16 52

8 8 Gr id 27
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I SIMS DEPTH PROFILING OF 304 STAINLESS S.TEEL AND Fe/C STEEL

I' .*O . I F1Rb1tiaryi 1987 1. *Stngci' Code 6176, suibmitted two samples one' a saimple "of
304 stainless steel, labeled 304SS, and the other a sample of FeC steel, labeled QQT508,
for analysis by secondary ion mass spectrometry. O6i 19 February 1987 a third sample- of
Fe steel, labeled 35 was also submitted. The first two samples had been implanted with
N* in an atmosphere of 13 CO to a fluence of 5.5 x 1017 atoms/cm 2, the third sample lud
been implanted with N+ to a fluence of 4 x 1017 atoms/cm 2 under normal vacuum
conditions. Of interest was the depth distribution of 13 C and 14 N.

2. The samples were depth profiled with a CAMECA IMS-300 ion microscope using 5.5

keV 02+ primary ions. The primary beam was rastered over an area of approximately 500

lix 800 um. In the center of this. raster an area 250 pm in diameter was analyzed.
Because' of the difference in size between the rastered and analyzed areas the
contributions of analyte atoms residing at the crater walls to the detected signals were

" eliminated. Some details concerning the CAMECA IMS-300 ion microscope are given in
the appendix.

3. Fig. I shows a depth profile of 304SS for mass 12 ( 12C+), mass 13 ( 12 CH+, 1-'C+),
'] mass 14 (14 N+), mass 50 (50 Cr+), and mass 57 ( 5 7 Fe+) taken at a primary current of 300

nA. Two features of note in, this profile awe that the mass 57 signal follows the N+
signal. This is most likely due to a matrix effect caused by the presence of nitrogen. A

L second feature is that the mass 13 signal decreases at the backside of the nitrogen
implant. The cause of this is not known at present. Causes that have been speculated
are diffusion of 13 C throughout the implanted region or the presence of hydrogen in the'1 implanted region contributing to the 12CH+ signal. Fig. 2 is a second profile cf 304SS
taken on the following day to confirm the reproducibility of the mass 13 signal decrease.
Fig. 3 is a profile of the front side of the 304SS nitrogen implant performed at a
primary current of 100 nA. Fig. 4 is a depth profile of QQT580 taken under the same
conditions and immediately following the profile shown in Fig. 1. Although a mass 50
signal is seen in this profile, isotope ratio measurements do not verify that the signal is
due to the presence of Cr. Fig. 5 is a depth profile of the front side of the QQT580

" nitrogen implant performed at a primary current of 100 nA. Fig. 6 is a profile of the
front 'side of nitrogen implant in sample 35. Of interest was the apparent mass 14
(14 N*) peak before the nitrogen implant. Although a peak in the mass 14 signal does
appear, no, conclusions- concerning the nitrogen concentration can safely be drawn as the
ion yields in this near surface region, as evidenced by the mass 57 signal, are changing
greatly as a result of surface contaminants being sputtered and the implanted oxygen
concentration attaining steady state.

S 4. Appendix:.

The CAMECA IMS-300 ion microscope 'employs an energetic (0-10 keV) primary
ion beam (typically 02', Ar+, or 0-) to analyze solid' mtmterials. The interaction of the
primary ions with the sample erodes the target surface liberating secondary ions which

r are subsequently mass analyzed. The instrument design *is such that 'he. lateral.......... .

distribution of the secondary ions is reformed at the detecter resulting in a magnified
mass analyzed image of the sample surface. This image may be observed visually or
recorded on electror sensitive film with a field of view of 250 microns and a lateral

I!LEI
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resolution of one micron. The ion microscope " also capable or providing a three
dimensional characterization of solids by. monitoring the secondary ion signal' of interest
as.. a function of time... Provided the sputter yield (sputtered. atoms/incident ion) is,
constant (or tho- layer thicknesses ci a hetercgeneous sample are known) this time scale
may be converted to a deptJk stale by measuremert of the crater depth. Crater depth
measurements are normally made in this laboratory by interferometry. Secondary ion
mass spectrometry (SIMS) i, capable of detecting all elements in the periodic table, with
detection limits in the pprn to ppb range. With proper standards, quantification may be
performed with accuracies of a 10% or less. The instrument is normally operated as a
low resolution mass spectrometer (M/M - 300), but may also be operated in a high
resolution mode (M/M , -2500).
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SIMS DEPT. PROFILING or 13 C. 14 N. AND 1 5 N-IMPLANTED IRON

I . On 27 February 1987 I. Singer, Code 6176, submitted three samples (or' analysis by

-secondary ion mass sgpectrometry. These samples consisted of Fe substrates which had
been implanted with 13C. Sample 4 had been implanted at an energy of 70 keV, sample
12 at 190 keV, and sample 8 at both of these energies. The samples were then implanted
with 14 N and 15 N to a projected range midway between the two carbon implants. These
samples had previously been analyzed prior to nitrogen implantation (1). Of interest was
the depth distribution of 13 C, 14N, and 15 N.

2. The specimen was depth profiled with a CAMECA IMS-300 ion microscope using 5.5

keV 02+ ions at a primary current of 150 nA. The primary beam was rastered over anI area of approximately 500 x 800 pm. In the center of this raster an area of 250 pm in
diameter was analyzed., Because of the difference in size between the rastered and
analyzed areas, contributions of analyte atoms residing at the crater walls to the
detected signal were eliminated. Some details concerning the CAMECA. IMS-300 ion
micros cope are presented in the appendix.

* 3. Fig. I shows a depth profile of sample 4 'for mass 12 ( 12 C+), mass 13 (1 3 C+), mass 14

(14 N '-3 CH+), mass 15 (15N, 14 NH+), mass 54 ( 5 4 Fe+), -nass 70 (5 6 Fel 4 N+) and mass 71
(56 Fe15 N+). Fig. 2 shows, for clarity, the same depth profile for masses 13, 14, 15, and
54 only. Figs. 3, 4, 5, and 6 show comparable profiles for samples 8 and 12,
respectively. Fig. 7 shows a comparable profile for an N-unimplanted area of sample 4
showing the background levels of the species of interest. Figs. 8 and 9 show depth
profiles of sample 8, plotted on a linear scale, prior to (1) and after N implantation,
respectively. Although there is a small difference in 13 C valley resolution between the
two linear replots, this may be due to differences in primary current density. In
conclusion, it may be stated that the 13 C distribution in the implanted samples were notI significantly affected by the 14 N and 15 N implants.

4. Appendix:

I1 The CAMECA IMS-300 ion microscope employs an energetic (0-10 keV) primary
ion beam (typically 02+, Ar+, or O-) to analyze solid materials. The interaction of the
primary ions with the-sample erodes the. target surface liberating secondary ions which

S are subsequently mast adlalyzed. The instrument design is such that the lateral
distribution of the secondary ions is reformed at the detector resulting in a magnified
mass analyzed image of the sample surface. This image may be observed visually or

I. recorded on electron sensitive film with a field of view of 250 microns and a lateral
resolution of one micron. .The ion microscope is also capab.e of providing a three
dimensional characterization of solids by, monitoring the secondary ion signal of interest
as a function of time. Provided the sputter yield (sputtered atoms/incident ion) is
constant (or the layer thicknesses of a heterogeneous sample are known) this time scale
may be converted to a depth scale by measurement of the crater depth. Crater depth
measurements are normally made in this laboratory by interferometry. Secondary ion

l mass spectrometry (SIMS) is capable of detecting all elements in the periodic table, 'with'
detection limits in the ppm to ppb range. With proper standards, quantification may be

A IN
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I
performed with accuracies of " 10% or less. The instrument is normally operated as a -
low resolution mass spectrometer (M/M 300), but may also be operated in- a high .
resolution mode (M/M - 2500). ;
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SIMS 1ITPTII PROFILING (W t ýC* 14N, \ND 1 5 N-IMPI'.ANT[r-D IRoN\

* .On 21 April1 1987 1. Singer_ Code 6176. submnIttled six samples for, analysis by
secondary ion mass spectrometry. These sampIcs consisted of Fe substrates which hid
been im~plnted with 13 C. Samples 2 and 4 had bcc'n implanted at an energy of 70 kcV,
samples 10 and 12 at 190 keY, and samnplcs 6 and 8 at both of these energicf. All
simples we're then implanted with 1-5 N to a fluence of 1016 ntoms/c,112 with projected
range midway bctwecen the two carbon implants. Samples 2. 6, and 10 were also
implanted wvith 14 N to a fluence of 5.3 x 1017 atorns/cmj2 at the same energy as the 15 N.
The samples were masked over approximately 1/2 their area during N implantation in
order that the original 13 C distribution could be determined. These samples had

previously been analyzed prior to nitrogen implantation (1). Of interest was the depth
distribution of 1 3c, 14 N, and 1 'N.

2. The specimens were depth profiled with a CAMECA IMS-300 ion microscope using S5'5
keV 02* tons at a primary current of 200 r1A. The primary beam was rastered over all
arca of approximately 500 x 800 pim. In the center of this raster an area of 250 14m in
diameter wvas analyzed. Btecause of (tic (litfference in site between the rastered and
analyzed, areas, contributions of analytc atomis residing at the crater walls to thle
detected signal were elimniiated. Sonie (letiils concerning the CAMECA IMS-3,00 ionJ microscope are presented in the appendix,

3 Depth profiles of samples 2, A. 6, 8, 10, and 12 wcere obtained for m ass1( 2 C)
mis 13 ('-'C+), mass 14 ("N ' 1N3,II+), malss 15 (15'N+. 1'1N1), mass 54 ( 54 Fe+), mass 70I (ý6 Fe1 4 N+) and' mass 71 (56 Fe1 I')N ). For clarity the depth profiles are shown for masses
13, 1.4, 15, and 5.4 only- the dlepth profiles for thc other maisses are available upon
request. Figs. 1 -12 show dlie depth profiles of samples 2- 12, respectively. The

implantation history for eacti sample nmax be easily (leillced froin the depth profile.

4. Appendix:

The CAMECA INIS-300 ion microscope emiploys an energetic (0-10 keV) primary
ion banim (typicailly 0-), Ar 4 , or 0-) to anilY';e solid materials. The interaction of the
primary Ions with the saimple erodes the target surface liberating secondary ions which
are subsequently mass analY'ied. The instrument design is such that the lateral
d istr ibut ion of tile. Cconidarv' ioni is reformed at thle dvitector resulting In 3 magnified
miass analvzed imagve of the sample surface. 'This inai~we may be observed visually or
me('()rdei onl electron wsCOiti'.C finm it a fielil of \i-w of >0ý microns and I la~teral -

r~oitof' ol(on micron. 11e ion microscope is akoi capa)-ble of' providing a thrce
d itnsinilchl cier itmion oif ,ohd-5 by mionitioriing the s'-coiit.lrv ion si",iial of' intelest

ais a function of time. Provided tile Sputter Yield (sputtered atoins/Hiicideol ioll) is
CuiisiLiit (or the l:i\:i'r iliick nt-ss of a tii'zeotgeieoiis stntple lie. kiown) this time scale
ma1Y he conv~erted to a depiihi scale bty iieilsureiiient ofOw hecrmiir depth. Crater depthi
nti.1siireiients ,iwe imilkri iiill'uile in this lýilorirtorv hy intivteroitetrv, Secorld.irv Ion
11:i11s speciroiniiry (ý'\SIiIis c opbl itt letctilti', il! eleiionts in thle periodic table, with
(ktti'Ctioit hluii in) the ppml to pttht laii~e. With Ltrotier stinid~irds, quan tit Iicitioil nlay be
peif'ormed with, tccu racw es7o - 0", or les,, The inst imi in" is m~orinally operated asa
lowu resol it ion mas spct rom-tf r (NI/N1 100), hut otav ailso be operated in a hrigh

re,,ol ution iiode (N-I/NI -200).
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GEG-CENTERS,'INC.
SIMS ANALYSIS OF HIGH TEMPERATURE SUPERCOND)UCTING CERAMICS

1. On 5 June 1987 Noel Turntr, Code 6177, submitted two samples of'a high tem'perature
Ssuperconducting ceramic composed of Y, Ba, Cu, and 0. 'One sample consisted of a bulk

ceramic pellet. The other sample was a thin ceramic film several thousand angstroms in
thickness deposited onto a 'A1203 substrate. A comparative analysis of these two samples
was requested.

The specimens were depth profiled with a Cameca IMS-3.00 ion microscope using 5.5

keV 02' ions. The primary beam was rastered over an area of approximately 500 x 800
um. In the center of this raster an area of 210 um in diameter was analyzed. Because

U of the difference in size between the rastered and analyzed areas contributions of
]] analyte atoms residing'at the crater walls to the detected signal werp eliminated. Some

details concerning the Cameca IMS-300 ion microscope are presented int he appendix.

S3. Depth profiles of the bulk ceramic and the thin film for mass 16 (16 0+)m mass 63
j (6 3Cu+), mass 89 (8 9 Y+), and mass 136( 136 Ba+) performed at a primary current of 500 nA

are shown in Figs. I and 2 respectively. A depth profile of the thin film performed at a
primary current of 200 nA is shown in Fig. 3.

• Comparison of Figures I and 2 show that there is a dramatk, decrease in the mass
89 signal along with a smaller decrease in the mass 16 and mass 63 signals. WhetherI these decreases in signal, intensity are due to a decrease. in the analyte concentration or
ion yield or both cannot be determined. One observation which may be drawn from this

* , analysis is that, regardless of whether the variations in ion intensity are a result ofconcentration or ion yield differences, the. composition of the two samples are not

identical.

3 4. Appendix.
The Cameca IMS-300 ion microscope employs an energetic (0-10 keV) primary ion

I beam (typically 02+, Ar+, or 0-) to analyze solid materials. The interaction of the
I 3 primary ions with lie+,sample erodes the target surface liberating secondary ions which

are subsequently 'mass, analyzed. The instrument design is such that the •lateral
distribution of the secondary ions is reformed at the detector resulting in a magnified "
mass-analyzed image of the sample surface, This image may be observed visually or
recorded on electron sensitive film with a field of view of 250 microns and at lateral
resolution of one micron. The ion microscope is also capable of providing a three
dimensional characterization of solids by monitoring the secondary ion signal of interest
as a function of time. Provided the sputter yield (sputtered atoms/incident ion) is
constant (or the layer thicknesses of a heterogenous sampl'e are known) this time scale
may be converted to a depth scale by measurement of the crater depth. Crater depth

*. measurements are normally made in this laboratory by inte,,ferometry. Secondary ionNJ . mass spectrometry (SIMS) is capable of detecting all elements in the periodic table,

10903 Indian, Head H/lqhway SOS TO/v
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with detection limits in the ppm to ppb range., With proper standards; quantification may
"be performed with accuracies of 10% or less. The instrument is normally operated as i
low resolution mass spectrometer (M/ M =300), but may also be operated in a high
resolution mode (M /M = 2"

STEVEN HUES

Copy to: R. Colton, Code 6177
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SIMS ANALYSIS OF Be-DOPED GaAs

On 17 November 1986, R. Sillmon, Code 6821." requested that the deposited Be-doped
layer in sample OM-344 (memorandum 6170-732:SH:al) be analyzed for the presence of
Hg.

The specimen was depth profiled wih a CAMECA IMS-300 secondary, ion mass
spectrometer using 5.5 keV O2+ ions at a primary current of 500 nA. The primary beam
was rastered over an area of approximately 700 x 800 pm. In the center of this raste;
an area 250 pm in dianeter was analyzed. Because of the difference in size between

* the rastered and analyzed areas, contributions of analyte atoms residing at the crater
walls to the detected signal were eliminated. Some details concerning the CAMECA
IMS-300 ion microscope are presented in the appendix.

lBefore analyzing 'the deposited layer in OM-344 for Hg it was necessary to determine
the background signal level for the masses corresponding to the Hg isotopes. Fig. I
shows a short range mass spectrum of a sample of the GaAs substrate sputtered to
steady state signal intensities. As may be seen the low intensity peaks present do not
correspond to the isotopic distribution of Hg and are in all probability due to vacuum
contaminants. Fig. 2 shows a short range mass spectrum, over the same region, of the
deposited Be-doped deposited layer in OM-344. As in the substrate material the
observed peak intensities do not correspond to those of the Hg isotopes.' In order to
"determine the relative contaminant levels between the deposited layer and the substrate
a depth profile of OM-344 was preformed for mass 9 (Be*), mass 75 (As*) and mass 200,
this depth profile is shown in fig. 3. As may be seen the mass 200 signal is more
intense in the deposited layer region. This may be due either to contaminants
introduced during layer growth or a matrix effect from the high Be concentration.

Based upon these findings, it is concluded that the level of Hg present in the deposited
layer is below the detection limit of the instrument. This detection limit may be
quantified, if desired, at a later date if suitable standards are provided.

Appendix:

The CAMECA IMS-300 ion microscope employs an energetic (0-10 keV) primary ion-beam

(typically O2 , Art, or 0-) to analyze solid materials. The interaction of the primary
ions with the sample erodes the target surface liberating secondary ions which are
subsequently mass analyzed. The instrument design is such that the lateral distribution
of the secondar-y ions is reformed at the detector resulting in a magnified mass analyzed
inmage of the sample surface. This image may be observed visually or recorded on
electron sensitive film with a field of view of 250 microns and a lateral resolution of
one micron. The ion microscope is also capable of providing a three dimensional
ch•iracterizatior of solids by monitoring the secondary ion signal of interest as a
function of time. Provided the sputter yield (sputtered atoms/incident ion) is constant
(or the layer thicknesses of a heterogeneous sample are known) this time scale may be

] converted to a depth scale by measurement of the crater depth. Crater depth

GEO-CENTERS, INC
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measurements are normally made. in this laboratory by interferometry.. Secondary ion
mass spectrometry (SIMS) is capable of detecting all elements in the periodic table, with,
"'.•detect " limits in the ppm to ppbn. "anp. Witlh' rcdper '.standtfdsi quantification ýmay. be -.
performed with accuracies of - 10% or less. The instrument is normally operated as a
low resolution mass spectrometer (M/M = 300), but may also be operated in a high

resolution mode (M/M =-2500).
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AK NUMBER I 4 .
...SS 196.179167 MIDPT 55661.5

"ART = 55641 5 END 55681.5
AK MAX = 55661.5 WIDTH 40
'ZA : 224

AK NUMBER 2

SS = 198.223485 MIDPT = 55935.5
ART = 55P93.5 END = 55977.5 .
AK MAX = 55921.5 WIDTH = 84

I '•A : 1972

AK NUMBER 3
SS 199.102273 MIDPT = 56051.5
ART : 56045.5 END = 56057.53 AK MAX = 56057.5 WIDTH = 12

:A 68

NUMBER 4I S 200.164122 MIDPT = 56191.5

:4T =56153.5 END = 56229.5
AK MAX : 56189.5 WIDTH = 76

AK NUMBER 5

SS : 201.263359 MIDPT : 56335.5
ART = 56329.5 END : 56341.5
A•K MAX : 56341.5 WIDTH : 12
A = 76

_AK NUMBER 6
iSS : 202.148855 MIDPT : 56451.5
ART : 56417.5 END : 56485.5
AK MAX = 56453.5 WIDTH : 68
EA : 924

At NUMBER 7
SS= 204.103846 MIDPT : 56707.5
IRPT 56681.5 END = 56733.5

AK MAX = 56713.5 WIDTH : 52

CA = 516

I],

]1
i.i



AK NUMBER I :1.1
SS :196.129167. MIDPT 55655.5 . F " ."
ART :5633.-.5 C"D "55677.; 7 "*

.AK MAX = 55665.5 WIDTH 44
'CA : 384

AK NUMBER 2
SS z 197.174658 MIDPT = 55785.5
ART :.55765.5 END : .55805.5:
AX MAX = 55789.5 WIDTH 40I
EA : 276

AK NUMBER 3
SS = 19e.299243 MIDPT = 55945.-5
ART : 55889.5 END : 56001.5
AK MAX = 55925.5 14IDTH = 112
EA : 2352 I
-AK NUMBER 4
SS : 199.260726 MIDPT : 56077.5 I
ART = 56053.5 END = 56101.5
AK MAX = 56073.5 WIDTH = 48

.EA = 392 I
AK NUMBER 5
.SS 200.0.89686 MIDPT = 56199.5
ART : 56153.5 END = 56245.5 1
AK MAX = 56189.5 WIDTH = 92
EA : 1912

AK NUMBER 6 1
SS : 202.179389 MIDPT 56455.5'
ART 56421.5 END : 56489.5
AK MAX = 56445.5 WIDTH = 68 I
EA = 1044

AK NUMBER 7. -

SS 2 204.180769 MIDPT : 56717.5
ART = 56709.5 END = 56725.5
AK.MAX = 56717.5 WIDTH = 16 I
EA = 1Z4
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:SIMS ANALYSIS OF' Be- DISTRIBUTION IN

THERMALLY ANNEALED GaAlAs

On 9 Dcccmixbr 1986, B. Molnar, C"ic 6812, requestrd. that sample t12486A- (memo- 6170-795:SH:al)
Ix: analy/ed for the depth distrihuli~m of A[. U
The specimen was depth profiled with a CAMECA IMS-300 ion microscope using 5.5 kcV 0,÷ ions a1
a primary current of 400 nA. The primary beam was rasztercd ovc. an area of approximately 500 x
8W00 pm In the center of this raster an area of 250 pm in diamcicr was analyzed. Because of the
diffcrcnce in size bctween the rasteied and analyzed areas con(ributions of analytc atoms residing i
at the crater wall! to the detected signal were eliminated. Some details concerning the CAMECA
IMS-300 ion microscope are presented in the appcndi7n

A depth profile of 112486-1 for mass 9 (Be*, 27A]+ 3), mass 13.5 (27Ai+2), and mass 75 (As+) is
shown in f.g. 1. The increase of the mass 9 signal level in the beginning of the profile is due to
an increase in the Al concentration and to a matrix effect .rising from the increascd oxygcn -]

gettering efficiency of Al over that of GaAs.

Appendix:

The CAMECA IMS-300 ion microscope employs an energetic (0-10 keV) primary ion beam (typv-aliy

02+, Ar+, or 0-) to analy-ze solid materials. The interaction of the primary ions with the sample
erodes the target surface libcrating secondary ions which are subsequently mass analyzed. The
instrument design is such that the lateral distribution of the secondary ions is reformed at the
detector resuling in a magnified mass analyzed image of the sample surface. This image may be
observed visually or recorded on electron sensitive film with a field of view of 250 microns and a
lateral resolution oi one micron. The ion microscope is also caoable of providing a thrcc
dimensional characterization of solids by monitoring the secondary ion signal of interest as a
function of time. Provided the sputter yield (sputtered atoms/incident ion) is constant (or the -

layer thicknesses of a heterogeneous sample are known) this time scale -ay be converted to a
depth scale by measurement of the crater depth. Crater depth measurements are normally made in
this laboratory by interferometry. Secondary ion mass spectrometry (SIMS) is capable of detecting
all elements in the periodic table, with detection limits in the ppm to ppb range. With proper 5
standards, quantification may be performed wita accuracies of - 10% or less. The instrument is
normally operated as a .low tesolution mass spectrometer (M/M = 300), but may also be operated in
a high resolution modc (XI/M = -2500). - i
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SIMS ANALYSIS OF Be DISTRIBUTION IN THIERMALLY ANNEALED GaAIAs "

On 24 Novcmbcr 1986 B. Molnar, Code 6812, submittcd rive samplcs of beryllium implanted G(.AIAs
sanmplcs for analysis by secondary ion mass spectrometry. Thesc samples were designaled 1124,36-,
I12486-2a, 112486-2b, 112486-3a, and 1124,V6-3b. All samples had becn implanted with Be to aI
fluence of 8x1013 ions/cm'. In addition, 112486-21) was also implanted with 400 keV V to a nluence I
of 3xlO1'4.

The specimens wcrc depth profi!ed with a CAMECA IMS-300 ion microscope using 5.5 keV O, ions.

The primary beam was rastcred over an area of approximately 500 x 800 Am. In the center of this
raster an area of 250 im in diameter was analyzed. Because of the difference in size between the
rastered and analyzed areas contributions of analyte atoms residing at the crater walls to the
detected signal were eliminated. Some details conceining the CAMECA IMS-300 ion microscope arc I
presented in the appendix.

Depth profiles of samples 112486-1, 2a, 3a, and 3b for mass 9 (9Be÷, 27A1' 3) and mass 75 (75As+')
obtained 'at primary currents of 600 nA, are shown in figs. 1, 2, 3, and 4, respectively. The low
signal level for mass 9 in the beginning of fig. 1 is due to a matrix cffect caused by the prcsaace
of a GaAs cap layer. A depth profile of sample 1124S6-2b for mass 9, mass 75, and mass 31 (P1), I
obtained at a primary current of 300 nA, is shown in fig. 5.

Appendix: I
The CAMECA IMS-300 ion microscope employs an energetic (0-10 keV) primary ion beam (typically
O,+, Ar+, or 0-) to analyze solid materials. The interaction of the primary ions with the sample
erodes the target surface liberating secondary ions which are subsequently mass analyzed. The I
instrument design is such that the lateral distribution of the secondary ions is reformed at the
detector resulting in a magnified mass analyzed image of the sample surface. This image r.may be
observed visually or recorded on electron sensitive film with a field of view of 250 microns and a
lateral resolution of one micron. The ion microscope is also capable of providing a three
dimensional characterization of soiids by monitoring the secondary ion signal of interest as a
function of time. Provided the sputter yield (sputtered atoms/incident ion) is constant (or the
layer thicknesses of a heterocencous sample are known) this time scale may be converted to a I
depth scale by measurement of the crater depth. Crater depth measurements are normally made in
this laboratory by intot~rfomctry. Secondary ion mass spectrometry (SIMS) is capable of detecting
all elemenis in the periodic table, wvith detection limits in the ppm to ppb range. With proper . . I
standards, quantificaticrn may be performed with accuracies of - 10% or less. The instrument is
normally operated as a low resolution mass spectrometer (M/M 300), but may also be operated in
aI high resolution mode (I/ -2I50(}). II
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SIMS ANALYSIS OF Be DISTRIBUTION IN THERMALLY ANNEALED GaAIAs

"Ref.. 6170-791:SH:a memo : //

1- 1. On .29 January -1987 B. Molnar, Code 6812, requested that a -depth scale be placed on /

the depth profile of sample 112486-1 (reference a)) assuming a GaAs cap layer thickness
of 100 nm.

2. The specimen vas depth profiled with a CA ECA IMS-300 ion microscope uwing 5.5.
keV 02+ ions at a'primary current of 700 nA. The primary beam was rastered over an
area of approximately 500 x 800 urn. In the center of this raster an area of 250 um in
diameter was analyzed. Because of the d "ference in size between the rastered and

analyzed areas contributions of analyte atoms residing at the crater walls to the detected
signal were eliminated. Some details concerning :he CAMECA IMS-300 ion microscope
are presented in the appendix.I
3. A depth profile of' 112486-1 for mass 9 (Be', 2 7A,+ 3 ) and mass 75 (As') is shown.:in'
fig. 1. The increase of the mass 9 signal level n the beginning of the, profile is due to
an increase in the Al concentration and to a mat ix effect arising from the increased
oxygen gettering efficiency of Al over that of G As. A broken depth scale may be
placed upon this profile using the GaAs cap thic ness of 100 nm and the total depth,
determined by interference microscopy utilizing a Nikon OPTIHOT optical microscope of

1360 nm.

4. Appendix:

The CAMECA IMS-300 ion ,microscope e ploys an energetic (0-10 keV) primary
I ion beam (typically 02', Ar+, or 0-) to analyze solid materials. The interaction of the

primary ions with the sample erodes the target surface liberating secondary ions which

are subsequently mass analyzed. The instrument design is such that the lateral
distribution of the secondary ions is reformed at the detector resulting in a magnified
mass analyzed image of the sample surface. This image may be observed visually or
recorded on electron sensitive film with a field of view of 250 microns and a lateral
resolution of one micron. The ion microscope ;s also capable of providing a three
dimensional characterization of -solids by monitoring the secondary ion signal of interest
as a function of time"n. Provided the sputter yiekl (sputtered atoms/incident ion) is
constant (or the layer thicknesses of a heterogeneus sample are known) this time scale ".
may be converted to a depth scale by measurement of the crater depth. Crater depth
measurements are normally made in this laboratory by inte:ferometry. Secondary ion
mass spectrometry (SIMS) is capable of detecting I11 elements in the periodic table, with
detection limits in the ppm to ppb range. With proper standards, quantification may be
performed with accuracies of - 10% or less. The instrument is normal!y operated as a
low resolution mass spectrometer (M/M 300), bu t may also be operated in a high
resolution mode (M/M = -2500).
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Ii
SiMS ANALYSIS OF Be DISTRIBUTION IN "1HERMALLY ANNEALED GaAIAs

mem

Ref: 6170-795:Si-i:al memo

. 1~ . On 28 January .1987 0. Molnar, Code 6812, requested that a -depth scale be placed on
the depth profile of sample 112486-1 (reference (a)) assuming a GaAs cap layer thickness
of 100 nm.

2. The specimen was depth profiled with a CAMECA IMS-300 ion microscope' using 5.5'
keV 02+ ions at a primary current of 700 nA. The primary beam was rastered over an
area of approximately 500 x 800 ur. In the center of this raster an area of 250 urn in
diameter was analyzed. Because of the difference in size between the rastered and

I_ analyzed areas contributions of analyte atoms residing at the crater walls to the detected
* 1 signal were eliminated. Some details concerning the CAMECA IMS-300 ion microscope

are presented in the appendix.

I 3. A depth profile of" 112486-1 for mass 9 (Be*, 2 7 A1+ 3 ) and mass 75 (As') is shown_*iWn"
fig. 1. The increase of the mass 9 signal level in the beginning of the profile is due to
an increase in the Al concentration and to a matrix effect arising from the increasedI oxygen gettering efficiency of Al over that of GaAs. A broken depth scale may be
placed upon this profile using the GaAs cap thickness of 100 nm and the total depth,
determined by interference microscopy utilizing a Nikon OPTIHOT optical microscope of

.1360 m.

4. Appendix:

I f The CAMECA IMS-300 ion microscope employs an energetic (0-10 keV) primary
ion beam (typically 02 , Ar 4 , or 0) to analyze solid materials. The interaction of the
primary ions with the sample erodes the target surface liberating secondary ions which
are subsequently mass analyzed. The instrument design is such that the lateral I
distribution of the secondary ions is reformed at the detector resulting in a magnified
mass analyzed image of the sample surface. This image may be observed visually or
recorded on electron sensitive film with a field of view of 250 microns and a lateral
resolution of one micron. The ion microscope is also capable of providing a three
dimensional characterization of solids by monitoring the secondary ion signal of interest
as a function of time. Provided the sputter yield (sputtered atoms/incident ion) is
constant. (or the layer thicknesses of a heterogeneous 'sample are known) this time scale -'.
may be converted to a depth scale by measurement of the crater depth. Crater depth
measurements are normally made in this laboratory by interferometry. Secondary ion

-mass spectrometry (SIMS) is capable of detecting all elements in the periodic' table, with
detection limits in the ppm to ppbrange. With proper standards, quantification may bedetetio liitsin e pm t 1pp oranges. WThpoer istadr dsuuatfiaionayb
performed with accuracies of - 10% or less. The instrument is normally operated as af low resolution mass spectrometer (M/M 300), but may also be operated in a high

* resolution mode (M/M -2500).
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I S!MS ANALYSIS OF Be DISTRIBUTION IN AS-IMPLANTED GaAlAs

i . On 30 January 1987 B. Molnar, Code 6812, submitted a sample of Be-ýimplintedI GaAlAs, labeled 1739, for analysis by iecondary ion mass spectrometry. TI.h sample had
been 'implanted with Be at 25 keV and 300 keV. Of interest was the depth distribution

of Be.
2. The specimen was depth profiled with a CAMECA IMS-300 ion microscope using 5.5
keV 02+ ions at a primary current of 700 nA. The primary beam was rastered over an
area of approximately 500 x 800 um. In the center of this raster an area of 250 um in
diameter was analyzed. Because of the difference in size between the rastered and'
analyzed areas contributions of analyte atoms residing at the crater walls to the detected-1 signal were eliminated. Some details concerning the CAMECA IMS-300 ion microscope1 are presented in the appendix.

3. A depth profilehof 1739 for mass 9 (Be+, 27A,, 3) and mass 75 (Asi) is shown in fig.
1. The depth scale was established by interferometry utilizing a Nikon OPTIHOT opticalmicroscope, asuming a uniform sputter rate throughout the analyzed depth. -re sharp"

downward peaks at approximately 900 nm are instrumental artifacts and may be ignored.

J 4. Appendix:

I1 The CAMECA IMS-300 ion microscope employs an energetic (0-10 keV) primary
ion beam (typically O2', Ar+, or 0-) to analyze solid materials. The interaction of the
primary ions with the sample erodes the target surface liberating secondary ions which
are subsequently mass analyzed. The instrjment design is such that the lateralI, distribution of the secondary ions is reformed at the detector resulting in a magnified
mass analyzed image of the sample surface. This image may be observed visually or
recorded on electron sensitive film with a field of view of 250 microns and a lateral
resolution of one micron. The ion microscope is also capable of providing a three -

dimensional characterization of solids by monitoring the secondary ion signal of interest
as a function of time. Provided the sputter yield (sputtered atoms/incident ion) is
constant (or the layer thicknesses of a heterogeneous sample are known) this time scale
may be converted to a depth scale by measurement of the crater depth. Crater depth
measurements are normally made in this laboratory by interferometry. Secondary ion

mass spectromethy (SiMS) is capable of detecting all elements in the periodic table, withIspecti omun
detection limits in the ppm to ppb range. With proper standards, quantification may be.
performed with accuracies of - 10% or less. The instrument is normally operated as a " -

low resolution mass spectrometer (M/M = 300), but may also be operated in a high
resolution mode (M/M = -2500).

3j
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SIMS ANALYSIS OF B-IMPLANTED I&, AND B AND As-IMPLANTED Si

S,1.. • 3' December.1986 B. Molnar, Code 6812, sbuitted two sampleslfor
WI analy is by secondary ion mass spectrometry. One sample was a Si substrate

which had been impl•ated with Is to a depth' of 3J000A to a peak
conce~ tration of 10 . atoms/cm 3 and B to a depth of 1 um and a peak
concertration of 10 atoms/cm . The second sample was an InP substrate
which 1ad been implanted with B to a depth of 4000 and a peak concentrationI/
of 10 atcms/cm . Of interest was the depth distribution of each of the

implanted species.

2. Tie specimens were depth profiled with a CAMECA YMS-300 ion microscope
using 5.5 keV 0 + ions at a primary current of 500 .iA (Si sample) and 650 nA
(InPample). ?he primary beam was rastered over an area of approximatelym(In

500 x 800 urn. In the center of this raster an area of 250 um in diameter was
analyzed. Because of the difference in size between the rastered and analyzed
areas 'contributions of analyte atoms residing at the crater walls to the
detecled signal were eliminated. Some details concerning the CAMECA IMS- -
300 ion microscope are presented in the appendix.

3. T'e presence of As was not detected in the Si sample while monitoring for
As', , or AsO-. While As in Si detection limit for this particular
S instruent is not known, due to a lack of suitable standards, other resear oers
have reported detection limits, under these analysis conditions, in the 10
atoms/ýcm' range (1). In order to ascertain if the instrument was operating

* normally a depth profile of a previously analyzed B implanted Si sample was
obtained, Fig. 1, showing sensitivity within normal limits. Improved detection
limits may be obtaine!d by monitoring negative ions and using Cs primary ions
which picts to increase the negativa secondary ion yield. This capability is,
howeveir, not presently available at NRL. Fig. 2 shows a depth profile of the
B distribution in the InP sample. Th3 depth scale was established by
interference microscopy of the sputtered craLer using a Nikon 0PTIHIT optical
microscope.

The CAMECA fMS-3oo ion microscope employs an energetic (0-10 keV)
primar ion beam (typically 02 , Ar , or 0-) to analyze solid materials. The
interaction of the primary ions with the sample erodes the target surface
liberating secondary ions which are subsequently mass analyzed. The
instrument design is su:-h that the lateral distribution of the secondary ions is
reformed at the detector resulting in a magnified mass analyzed image of the
sample surface. This image may be obser-ed visually or recorded on electron
sensitive film with a field of view of 250 microns and a lateral resolution of
one mipror. The ion microscope is also capable of providing a three
dimensional characterization of solids by monitoring the secondary ion signal
of interest as a function of time. Provided the 3putter yield %sputtered

£ •atoms/incident ion) is constant (or the layer thicknesses of a heterogeneous
sample are known) this time scale may be converted to a depth scale by

GEO CEV TERS, INC.
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measurement of'the~crater depth. Crater depth measurements are normally.
made in this laburatory by interferometry. Secondary ion mass spectrometry
(SIMS) iscapable of detecting..all, elements in the periodic table, with
detection limits in the ppm to ppb range. With pro.per Standards,"
quantification may be performed with accuracies of approximately 10% or less.
The instrument is normally operated as'a lo4 resolution mass spectrometer
(H/M = 300), but may also be operated in a high resolution mode (H/M =
2500).

(1) Methods of Surface Analysis, A.W. C anderna, Ed.., Elsevier Scientific
Publishing, 1975, pg. 307.

STEVEN HUES

GEO-CENTERS, INC.
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I.... On 25 February 1987 N. Bottka, Code 6821, submitted three, samples of In dopedF aAs
for analysis by secondary ion mass spectrometry. One sample, labeled OM-374 consisted

• of a MODFET structure having a GaAs cap layer 100A in, thickness, followed by an In
and Si doped AIGaAs layer 500A in thickness, an In doped AIGaAs layer 100A in

and In GaAs 7000A in thickness deposited on a GaAs substrate.
The other two samples, labeled OM-379-1 and OM-363, were In doped GaAs layers "6-
7/jmr in thickness deposited on GaAs substrates. The In concentrations as measured by

photo reflectance spectroscopy were 0.98% and 0.42%, respectively. These samples were
to be used as 'standards for quantifying the In concentration in the 7000A layer in OM-374. Based upon the results for OM-374 two further samples similar to OM-374, labeled

E I OM-380 and OM-383, were submitted on 27 February 1987.

2. The specimens were depth profiled with a CAMECA IMS-300 secondary ion mass
spectrometer using 5.5 keV 02+ ions. The primary beam was rastered over an area of
approximately 700 x '800 pm. In the center of this raster an area 250 pm in diameter
was analyzed. Because of the difference in size between the rastered and analyzed
areas, contributions of analyte atoms residing at the crater walls to the detected signal
were eliminated. Some details concerning the CAMECA IMS-300 ion m;croscope are
presented in the appendix.

3. Figs. 1, 2 and 3 show depth profiles of OM-379-1, OM-363,.and OM-374 for mass 27

(2 7 Al+), mass 28 (2 8 Si+, 2 7 AIH+), mass 75 ( 7 5 A%+), and mass 115 (11 5 1n+) taken at a
primary current of 100 nA. Using the two standard samples and normalizing the mass
115 signal to the mass 75 signal the concentration of In in the plateau region reached
immediately after the AIGaAs layer had been sputtered through is determined to be 0.03%.
Fig. 4 shows a depth profile of OM-379-1 taken at a primary current of 2.0 pA. As may
be seen, the In doping is constant throughout the grown film. Figs. 5, 6 and 7 show
depth profiles of OM-383, OM-380, and OM-374 taken at a primary current of 150 nA,-
The spikes in the mass 115 signals in figs. 6 and 7 do not appear to be the result of
electronic noise in the instrument. Since these spikes are occurring in the interfacial
region they may be the result of either a true increase in the In concentration or a1 matrix effect, possibly due to an increased amount of oxygen at these interfaces relative
to the one in OM-383. However, since the mass 27 signal spike is approximately the
same for all three prpfiles it is probable that some of the increase is due to an increased

"I/ concentration of In mt Ohe interface.

4 . Appendix:

on ,The CAMECA IMS-300 ion microscope employs an energetic (0-10 keV) primary

ion beam (typically O2+, Ar+, or 0-) to analyze solid materials. The interaction of the
primary ions with the sample erocies the target surface liberating secondary ions which
are subsequently mass analyzed. The instrument design is such that the lateral
distribution of the secondary ions is reformed at the detector resulting in a magnified
mass analyzed image of the sample surface. This image may be observed visually or
recorded on electron sensitive film with a field of view of 250 microns and a lateral
resolution of one micron. The ion microscope is also capable of providing a three

dimensional characterization of solids by monitoring the secondary ion signal of interest

GEO-CENTERS, /NC.il.



as a function of time. 'Provided the sputter yield (sputtcred atoms/incident ion) is
constant (or the layer thicknesses of a heterogeneous sample are known) this time scale

... may be converted, to a depth!, scale by: measurement of the.crater. depth,.. Crater. depth -.. ..

measurements are normally made in this laboratory by "interferometry. -Secondary ion
mass spectrometry (SIMS) is capable of detecting all .elements in the periodic table, with
detection limits in the ppm to ppb range. With proper standards, quantification may be
performed with accuracies of - 10% or less. The instrument is normally operated as a I
low resolution mass spectrometer (M/M - 300), but may also be operated in a high U
resolution mode (M/M -2500).
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RESULTS OF IMAGING ANALYSIS OF lnP SUBSTRATE BY
U.S. ARMY LAUCOM, FT. MONMOUTH

I . On approximately 12 September 1986, B. Molnar. Code 6812 submitted a sample of laP
with' visible striations in its surface. An imaging analysis using secondary ion mass
spectrometry to determine the lateral distribution of any As which might be present was
requested. The level of As present was below the detection limit of the CAMECA IMS-
300 imaging system (memo 6170-655), therefore the sample was forwarded to the U.S.I . Army. Electronic Technology and Development Laboratory, Ft. Monmouth, NJ for imaging
analysis on the CAMECA IMS-33f ion microanalyzer. The results of this analysis
performed by Dr. Richard T. Lareau are presented in this report.

2. Figs. I and 2 are depthprofiles of the sample with the analysis conditions specified
on each profile. The photos are ion micrographs taken using 02+ primary ions.
Micrographs 1-10 are mass/charge specific images of the sample surface. The field ofI view in each image ; approximately 150 jam. Images I and 2 (mass 1!5) indicate
irregular surface features such as pitting or precipitate formation. Images 3, 4, and 5
show further examples of these features; (a ') indicates that the image was taken usingI high mass resolution. No variation in As+ or PI signal was observed in these areas.
Images 6-10 show ion images of masses 28, 27, 115, 3!, and 75, respectively,' showing
localiztd surface contamination present. Photo 11 is an optical image of the surface
showing the striations of interest. These striations are larger than the field of view of
thi ion images, they do not appear to have excess concentrations of As and appear to be
a result of topographical features. Figs. 3 and 4 are computer generated images of the
sample surface utilizing a resistive anode encoder (RAE). This device allows the
computer to generate images of a samp!e surface based upon electronically detected
signals. The color contrast is related to the signal intensity at that pixel aw indicated in
the color scale provided. The'field of view for each image is 150 pim and all images
were taken using Cs+ primary ions and negative secondary ions. The species
'corresponding to each image is noted in the figure. Of note is that the As distribution-
(fig. I image D) is fairly uniform throughout the field of view. Also in fig. 4, images E
and F art of the same area and images G and H are of the same area.

- 3. Appendix:

The CAMECA .lMS-3f ion microscope employs an energetic (0.5-22 keV), mass-U filtered, primary ion bearn (typically 02+, Ar+, 0, or Cs+) to analyze solid materials.
The interaction of the primary ions with the sample erodes the target surface liberating - -I secondary ions which are subsequently mass ana!yzed. The instrument design is such that
the lateral distribution of the secondary ions is reformed at the detector resulting in a
magnified mass-analyzed image of the sample surface. This image may be observed
visually' or recorded on photographic film or video cassette w~th a field of view of either
25, 150, or 400 microns and a lateral resolution of one micron. The ion microscope is
also capable of providing a three dimensional characterization of solids by monitoring the
secondary ion signal of interest as a function of time. Provided the sputter yieldIj (sputtered., atoms/incident ion) is constant (or the. layer. thicknesses of a. heterogeneous.
sample are known) this time scale may be converted to a depth scale by measurement of'
the crater depth. Crater depth measurements are normally made in this laboratory by
interferometry. Secondary ion mass spectrometry (SIMS) is capable of detecting all

..]-. -' , . .IN C .
•,GEO-CEN TEl IS, INC.
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elements in the periodic "table, with detection limits it, the ppm to ppb range. WIth
proper standards, quantification may ba performed with accuracies of - 10% or less. The
instrument is normally operated as a low resolution mass spectrometer (M/M- 300),. but
may also be operated in a high resolution mode (M/M 1 - I0,000).
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'SIMIS ANALYSIS OF M1g DISTRIBUTION" IN Mg IMPILANTED GaAs

1.. . On 10" Fe'brua•r yý 1987 B., Molnar,. C'od e 6812 s ubmitted a sampl e of Mg Implant ed (48

MeV 4.4 x 101.4 atoms/cm 2 ) GaAs for analysis by secondary ion mass spectromnetry. Of
interest Was the depth distribution of Mg.

•1 2. The specimen was depth profiled with a CAMECA IMS-300 ion microscope using 5.5

keV 02+ ions at a primary current of 2.0 /pA. The primary beam was rastered over an
area of approximately 500 x 800 pm. In the center of this raster an area of 250 pmn, in
diameter was analyzed. Because cf the difference in size between the rastered and
analyzed areas, contributions of analyte atoms residing at the crater walls to the

IR detected signal were eliminated. Some details concerning the CAMECA IMS-300 ion
microscope are presented in the appendix.

3. Figure 1 shows a depth profile of the sample for mass 24 (2 4 Mg+, 12 C+') and mass 75
(75As+). The depth scale was determined by total crater depth measurement using aii Dectak surface profilomeier. As may be seen from the mass 24 background levels the
contribution to the total ion signal from 12C+ is quite small (approximately 10-20

counts/sec) relative to the peak signal.

4. Appendix:

The CAMECA IMS-300 ion microscope employs an energetic (0-10 keV) primary
ion beam (typically 02+, Ar+, or 0-) to analyze solid materials. The interaction of the
primary ions with the sample erodes the target surface liberating secondary ions which
ake subsequently mass analyzed. The instrument design is such that the lateral
distribution of the'secondary ions is reformed at the detector resulting in a magnified
mass analyzed'image of the sample surface. This image may be observed visually or
recorded on electron sensitive film with a field of view of 250 microns and a lateral
resolution of one micron. The ion microscope is also capable of providing a three
dimensional characterization of solids by monitoring the secondary ion signal of interest
as a function of time. Provided the sputter yield (sputtered atoms/incident ion) is
constant (or the layer thicknesses of a heterogeneous sample are known) th-s time scale
may be converted to a depth scale by measurement of the crater depth. Crater depth
measurements are normally made 'in this laboratory by interferometry. Secondary ion

S,' mass spectrometry (SIMS) is capable of detecting all elements in the periodic table, with
i detection limits in the ppm to ppb range. With proper standards, quantification may be

performed with accuracies of - 10% or less. , The instrument is normally operated as a
.low tesolution mass speztrometer (M/NI% = 300), but may also be operated in a high

.-resolution, mode (M/M = -2500).

GEO-CENTERS, INC.
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DETERMINATION OF AS DETECTION LIMIT IN, Si

n' ".... . rn u ieriary: 1987, B. Molnar Code 682;, submited' a s ample-of Si'implahted' with
As (1015 atoms/cm2 ) and Sn (1014 atoms/cm2 ). Of interest was the detection limit of As
"in Si for the CAMECA IMS-300. . .

2.The specimen was depth profiled with a CAMECA IMS-300 ion microscope using 5.5
keV 02+ ions at primary currents of 250 and 500 nA. The primary beam was rastered
over an area of approximately 500 x 800 pm. . In. the center of this raster an area of .250

Spm in diameter was analyzed. Because of the difference in size between the rasteredSand analyzed areas, contributions of analyte atoms residing at the crater walls to the
• detected signal were eliminated. Some details concerning the CAMECA IMS-300 ion

microscope are presented in the appendix.

3. The analysis of As in Si is difficult both because of its relatively low ion yield and
because of a mass interference from the molecular ion 30Si29Si16O+. Fig. 'I shows a
depth profile of the sample for mass 30 (3 0 Si+), mass 75 (As+, 3 0 Si2 9 Si 1-60+), and mass
118 (lWSn+). These high signal levels are mainly due to molecular mass interferences.
Because molecular ions have a much narrower kinetic energy distribution than atomic ions(molecular ions which have ifigher kinetic energy dissociate) the contribution of molecular

ions to the total ion signal may be reduced by shifting the energy band pass of the
instrument to a higher energy. This, however, also reduces the ion signal due to atomic
ions as well, since one is sampling the tail of the kinetic energy distribution and not the
peak maximum. Another method is to use high mass resolution to separate, the atomic
from the molecular species on the basis of their mass defects. The resolution required is
not available on the IMS-300. Figs. 2 and 3 show depth profiles of the sample, atI primary ion currents of 500 and 250 nA, respectively, under the same conditions as Fig.
1, e.xcept that a -23 volt offset has been placed on the secondary accelerating voltage.
Again the As implant is not detected. Fig. 4 shows a depth profile obtained at a primary
current of 500 nA with a -17 volt secondary accelerating voltage offset. As may be seen
at this voltagc offset the contributions of molecular interferences is again significant.

Arsenic may also be analyzed as a negative ion. The instrument was focused in the
negative secondary ion mode and manually scanned throughout the desired mass ranges.
Although peaks, were found corresponding to a variety of atomic and molecular ions, the

signal levels for As-, AsO-, and AsSi- were not significantly higher than those for the
positive ions. This situation could be improved by using a Cs+ primary' ion beam to
increase the negative secondary ion yield. This ion' source, however, is not currently
available at NRL.

.- Depth profiles of this sample previously performed at the University of. Illinois,
using oxygen primary ions and high mass resolution, obtained As signal levels in the 10'
counts/second range. The inability of this instrument to reproduce those results is
explained by a study by Wittmaak (1), in which the fractional ion yield of As+ and As-
from GaAs is studied as a function of the incidence angle of the primary oxygen beam.
As the incidence angle is increased the sputtering yicld of the substrate is also increased
resulting in a decrease in the steady-state surface concentration of oxygen. -This
decrease in oxygen surface concentration reduces the ion yield enhnncement and

GEO-CENTERS, INC.
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therefore the total As signal detected. The incidence angle of the IMS-300 is 600
relative to the sample normal, while that of the IMS-3f is 300. From Wittmaak's data it
"m.ay" be seen' that -the decrease in the fractio0al iOn yield, bettweei 30o and 60o *C a........
factor of approximately 10 for As" and of approximately 100 for As-. This effect m
"coupled -with the reduced transmission caused by the energy offset would reduce the
sensitivity for As to the present level.

In conclusion, the detection limit for As in Si under the present analysis conditionsis above the peak concentration of a 1015 atoms/cm 2 ion implant (approximately .1020atoms/cm 3 ). c

4. Appendix:

The CAMECA IMS-300 ion microscope employs an energetic (0-10 kev) primary I
ion beam (typically 02+, Ar+, or 0-) to analyze solid materials. The interaction of the
primary ions with the sample erodes the target surface liberating secondary ions which
are subsequently mass analyzed. The instrument design is such that the lateral I
distribution of the secondary ions is reformed at the detector resulting in a magnified
mass analyzed image of the sample surface. This image may be observed visually or
recorded on electron sensitive film with a field of view of 250 microns and a lateral
resolution of one micron. The ion microscope is also capable of providing a three
dimensional characterization of solids by monitoring the secondary ion signal of interest
as a function of time. Provided the sputter yield (sputtered atoms/incident ion) is
constant (or the layer thicknesses of a heterogeneous sample are known) this time scale I
may be converted to a depth scale by measurement of the crater depth. Crater depth

measurements are normally made in this laboratory by interferometry. Secondary ionn
mass spectrometry (SIMS) is capable of detecting all elements in the periodic table, with
detection limits in the ppm to ppb range. With proper standards, quantification may be
performed with accuracies of - 10% or less. The instrument is normally operated as a
low resolution mass spectrometer (M/M - 300), but may also be operated in a high
resolution mode (M/M = -2500).

(1) K. Wittmaak, Wall Chart of SIMS Anal Atomika, Inc., 1983.

STEVEN HUES *
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S. SMS AALySMS OFS SiC. FILMS .ON Si.............................. ....

i. On 19 March.1987 B. Molnar, Code 6812, submitted two samples, labeled SiC 51 l-R
and SiCNASA, consisting of SiC films mounted on polycrystalline 'Si- substrates foranalysis by secondary ion mass srectrometry. Of interest was the depth distribution of

C, AI, and N. . .

2. The specimen was, depth profiled with a CAMECA SMI-300 ion microscope using 5.5
keV 02+ ions at a primary current of 2.0 pA. The primary beam was rastered over an

I area of approximately 500 x 800 pm. In the center of this raster an area of 250 jpm in
diameter was analyzed. Because of the difference in size between the rastered and
analyzed areas contributions of analyte atoms residing at the crater walls to the detected
signal were eliminated. Some details concerning the CAMECA IMS-300 ion microscope

are presented in the appendix.

3. Figure I shows a depth profile of the sample SiC 51-R for mass 12 (12 C+),mass 14
II(14N+;,28Si+2), mass 27 (27AI ), 'and mass 30 (0 Si+). The depth scale was established by

surface profilometry assuming a uniform sputtering rate throughout the analyzed depth.
Fig. 2 shows a comparable depth profile for the sample labeled SiCNASA.

4. Appendix: The CAMECA SMI-300 ion' microscope employs an energetic (0-10.keV)
primary ion beam (typically 02+, Ar+, or 0-) to analyze solid materials. The interaction

* of the primary ions with the sample erodes the target surface liberating secondary ions
which are subsequently mass analyzed. The instrument design is such that the lateral
distribution of the secondary ions is reformed at the detector resulting in a magnified
mass-analyzed image of the sample surface. This image may be observed visually or
recorded on electron sensitive film with a field of view of 250 microns and a lateral
resolution of one micron. The ion microscope is also capable of providing a three
dimensional characterization of solids by monitoring the secondary ion signal of interest
as a function of time. Provided the sputter yield (sputtered atoms/incident ion) isI] constant (or the layer thicknesses of a heterogenous sample are known) this time scale
may be converted to a depth scale by measurement of the crater depth. Crater depth

i measurements are normally made in this laboratory by interferometry. Secondary ion
mass spectrometry (SIMS) is capable of detecting all elements in the periodic table, with
detection limits in the ppm to ppb range." With proper standards, quantification may be
performed with accuracies of -10% or less. The instrument is normally operated as a low

- resolution mass spectrometer (M/ M =300), but may also be operated in a high resolution
1 mode (M/M =-2500).

I
"STEVEN HUES
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S. sIMS ANLYSIS OF Be DISTRIBUTIQN IN MBE nRQWN InSb FILMS .,

I. On 26 May 1987 J.. Comas, Code 6823. submitted two samples, labeled 905 and 907, of
Be-doped InSb layers grown by MBE on InSb substrates. Of interest was the Be depth
distribution in the grown layers.

2. rhe specimens' were depth profiled with a Cameca IMS-300 ion microscope using 5.5
keV 02+ ions at a primary current of 200'nA. The primary beam was rastered over an'
area of approximately 500 x 800 urn. In the center of this raster an area of 250 um in

" " diameter was analyzed. Because of the difference in size between the rastered and
I analyzed area contributions of analyte atoms residing at the crater walls to the detected

signal were eliminated. Some details concerning the Cameca IMS-300 ion microscope are
presented in the appendix.

3. C.pth profiles of samples 906 and 907 for mass 9 (9 Be+) and mass 123 (!2 3 Sb+) areshown in Figs. I and 2 respectively.

4. Appendix:

The Cameca SMI-300 ion microscope employs an energetic (0-10 keV) primary ion
beam (typically 02+, Ar+, or 0--) to analyze solid materials. The interaction of the
primary ions with the sample erodes the target surface liberating secondary ions which

are subsequently mass analyzed. The instrument design is such that the lateral
distribution of the, secondary ions is reformed at the detector resulting in a magnified
mass-analyzed image of the sample surface. This image may be observed visually or
recorded on electron sensitive film with a field of view of 250 microns and a lateral

* resolution of one micron. The ion microscope is also capable of providing a three
., dimensional characterization of solids by monitoring the secondary ion signal of interest

a s function of time. Provided the sputter yield (sputtered atoms/incident ion) is
-1 constant (or the layer thicknesses of, a heterogenous sample are known) this time scale

may be converted to a depth scale by measurement of the crater depth. Crater depth
measurements are normally made in this laboratory by interferometry. Secondary ion
mass spectrometry (SIMS) is capable of detecting all elements in the periodic table, with
detection limits in the ppm to ppb range. With proper standards, quantification may be
performed with accuracies of 10% or less. The instruments is normally operated as a
low resolution mass spectrometer (M M =300), but may also be operated in a high
resolution mode (NI /M = 2500).

STEVEN HUES
Code 6177

J copy to: R. Colton, Code 6177
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GEO- CENTERS, INC.
SCANNING AUGER IMAGING ANALYSIS OF As IN InP

1. On approximately 5 May 1987 B. Molnar, Code 6812, submitted three samples, labeled
84, , and 14 of chemically etched As-doped InP. Structural defects present in the InP

had resulted in some areas having relatively rapid etching, producing etch pits in the
sample surface. Of ;nterest was whether or not As had preferentially segrated to the
defects associated with these etch pits.

2. The analyses were performed using a PHI 660 Scanning Auger Multiprobe. SEM
images were obtained using 3 keV primary electrons at a current of -5.5 nA. Auger
spectrum were also obtained using 3 keV primary electrons at a current of -1.5 uA. Some A
details concerning the PHI 660 SAM are presented in the appendix.

3. Photo #1 is a low magnification image of a porticn of the surface of sample 8.
Labeled within this image are the two etch pits which were analysed. Photo #2 is a
higher magnification image of pit #1. An analysis was attempted on the fioor of the
etch pit, however a useful spectrum could not be obtained due to the insulating nature of
the etch pit floor. Auger specta obtained from a spot surrounding the etch pit wal! are
presented in Figs. I and 2. Analysis of pit #2 yielded similar results. Corresponding
spectra for a non-pitted area of the sample surface are shown in Figs. ? and 4. As may
be seen there is no observed sigral in either set of spectra corresponding to tha (
principal As Auger transirion (1228 eV). A;,alysis of sample 14 also did not detect the
presence of As. Based pon these results sample 4 was not analyzed.

4. Appendix:

The PHI 660 Scanning Auger Multiprobe employs an energetic (normally 3 keV)
beam of electrons to analyze solid materials. These electrons interact with the samplc
surface producing secondary electrons by Auger decay. The kinetic energy of the
secondary electrons, determined by utilizing a cylindrical mirror analyzer mounted
coaxially with the primary electron gun, may be used to identify the atoms under going
Auger decay. The intensity of the secondary electron signal may be used as a basis for

quantitative analysis with an accuracy of -10% and a detection limit of 0.1-1 atomic %.
This instrument may also be used to prepare Auger maps of a sample in which the

.-contrast of the image is related to the lateral distribution c, a specific element on the
target surface. The instrument may also be used, in conjunction with a secondary
elec, tron detector, as a high resolution secondary electron microscope in order to locate
desi'ed surface features and correlate them with obtained by Auger mapping.

STEVEN HUES

Copy to: R.J. Colton
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To: 3. Murday

From: S. Hues

Re: Analysis of.Mg Flare Powders Submitted By HWSC.

I1
Date: 2 October 1906

I]
Ij

bothNWSC has requested analysis of two samples of Mg powder. Although

bot h samples satisfy current procurement specifications, one sample is

!I difficult to ignite and does not exhibit the desired combustion

behavior.

jBased on previous analysis performed at NRL (see attached report)

I it is believed that the failure of the "bad" Mg sample is due to the

formation of an excessively thick oxide or hydroxide coating which

acts to passivate the surface.

It is proposed to identify the nature of the surface coating on

these samples by comparison to known standards of MgO and MgOIJ using

SX-Ray Photoelectron Spectroscopy (XPS). Once the identity of the

coating is confirmed it will be recommended that the percentage of

inactive, i.e. non-metallic, Mg be quantified according to the

q procedure of Hiller and Stenger (see attached article). Using ttis

method a series of expe-iments may be performed to determine the

maximum allowable inactive Mg content and procurement specifications

may be modified accordingly.I.J ....... .



Analysis ti me for the XPS analysis is estimated to be six hours.

The atomic absorption analysis for inactive Mg may be performed at

NRL, assuming the proper instrumentation is available. However* silice

an analysis of this type requires considerable set-up time,

.approximately 8 hours, for the initial analysis with subsequent

analyses taking considerably shorter time# it may be more I
cost-efficient to have this analysis done by an outside analysis firm.

Steven Hues I.I

I
Et

I I' " '"



ANALYSIS OF MAGNESIUM POWDERS

Ii 1. Introduction

On 17 April 1986, Dr. D. Ladouceur, NRL Code 6174, returned
from a visit to NWC, Crane, Indiana, with two (2) samples of
"good" and "bad" magnesium. The samples were provided'by Mr.
Hank Webster, and we were asked to determine if their chemical
compositions differed. Both samples consisted of a fine-mesh
powder; the sample labeled "gcod" was grey in color, while the
sample labeled "bad" was grey-brown. Each sample was analyzed by
X-ray photoelectron spectroscopy (XPS or ESCA) and by X-ray
powder diffraction. (See the appendix for a brief description of
XPS.)

2. RESULTS,- XPS

The surface composition of the magnesium sample is
summarized in Table 1. The major difference between the two,
specimens appears to be in the thickness of the oxide layer. The
"good" specimen clearly shows both metallic and oxide
(hydroxide?) chemical states for magnesium, indicating that the
oxide layer (presumed to be at the surface) is fairly thin,
probably of the order of 30A. The "bad" specimen, on the other
hand, shows only the oxide (hydroxide?) layer and no metallic
component. The oxide layer is therefore assumed to be much
thicker on the "bad" specimens, probably >100A.

by The exact chemical nature of the surface can be determined
by using appropriate standards (e.g., Mg, MgO, Mg(OH) 2 , Mg C63 ,
etc.) or by exposing clean Mg to various oxidizing atmospheres

] (e-g., 02, H20, air, etc). These experiments can be initiated at r'
your request.

3. Results - X-ray Diffraction

In order to determine if the "bad" specimens had beer,
completely oxidized, we obtained an X-ray powder diffraction
pattern of the "good" and "bad" specimens. The diffraction
pattern for both the "good" and "bad" specimens were nearly
identical and corresponded to the standard pattern for metallic
magnesium.

4. Conclusions

J While the bulk composition of the "good" and "bad" specimens
is mainly magnesium metal, the "bad" specimen has a much thicker
oxide (hydroxide?) layer on its surface.

I

SA



.. 5. Recommendations ... .... . . . :.. • . .. .. .. "I• " " '
... :. :: ...... The properties .of. the .,bad""sp~ecimen cou'Id:..poesibly, Be . *' "'

improved if the oxide layer can be removed or reduced by,
.appropriate chemical means. ...

" Richard .J. C.oJ n, Hea ebrt L. oes, Head
Advanced Surface Spectroscopy Section HihTemp rture Chemist ry~

Section

6. Appendix.

X-ray Photoelectron Spectroscopy (XPS), Surface Science C
Laboratory, SSX-100-03.

X-ray photoelectron spectroscopy uses the principle~s of the
Einstein photoelectric effect to determine the binding energy of•,'
valence and core electrons in solids. The electrons are
photojonized by energetic monochromatic x-rays Al K~a (1486.6eV) i•i•!

•and are emitted with a mean escape depth of 5-20 A. Auger Cii
electrons also are emitted with x-ray irradiation. The technique
is capable of detecting all elements except H and He with a .
detection limit between 0.1 - 1 atomic percent. Changes in the Li
chemical environment of the element causes a shift in the binding•

*energy of the ejected electrons. These chemical shifts are of ••i
the order of 1-10 ev. Empirical formula determinations can be
made from height and/or area determinations. m

I'
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,tef Ii~nuauon OT. mvag nesium (Jxide in FnlDivided Magnesium.
,tal

*)4iller and V~A. Stenger

ticj1Laba~rjorei4. .$Z4 &mkiin~r~ Doew OlerwaI Cown~sy.M./and. .Ach. 48649 -

long been known that magnesium'metal and its corn- plied the chrontic aci d t reatment p)riocedure sci,* 4-folv% t( I
comminercial alloys are inert toward aqueous solutions this 'problem and developed two modifica'tittn4. in 44.0 G.
roniic acid. However, the acid will dissolve magnesium which act ivc msagnesium is deterniined ly a chelorinetric ti-
*One of The authors utilized this difference in behavior tration after removing oxide with chromic acid an:d diizolv.

nber. of rears ago. to determine magnesium ,oxide In~ jog the remaining metal. In the. other. magnesium from the
eslumn millings or turnings. titrating the free acid ro- di~ssolved oxide is determined direct ly by atomnic absorpt inn
rig after treatment of the metal sample with a standard measurement, As the originiij methodw'as nis-t ;,ubl~lied. i:
iie acid solution. 'The volumetric determination of seems appropriate to describe both that and the mrridifica-
iic acid hod been studied by Koltho~f and Voeloeag I ns at this t ime.
~1 and good results had been obtained in the, presence 'rhe titratini oif chronmic acid as a dibasic acid tK. .1.2
rium chloride. Recently a more convenient mehd X to-: was studied long ago by iwoltoff and V~eoeezan-z

I oil the same reactivitir difference has been devel- d.Te ri'dtthbeteulsbadig'rinch.
wis h determlned batmicgnbsorution. thehois made ito- ride shortly biefore the end point, to precipitate bariumr

En wichdisolvd mgneiumIn he hroic cid chromate and thus. in effect, tri chan::e the tit rat ino from.
that 'blak onthe prest etalthat of a weak acid to a strong acid. rhis p)ermitte~d thetih-

sh~w available servation of a fairly sharp end point. instead r*f a rather
dcually due to magrisium in the solution and not* to v'ague one at about pH 10. Phenulphthalein was used as. in.
Ation of chromic acid on the metal. Good agreement is dicator and data accurate to within 0.2.5% were obtained. Itf
ed between these two methods. two other mca'tods the barium salt were added too early in the titration.!Forni
imetric and eudlometrie), and also with dire'it deter- dichromate ion would apparently be occluded wsith the pre-
ons of oxygen by neutron activation. The new work cipitate and the acidity found 'would be low. Because the
!d to improved conditions for leaching, avoiding filtra. trniinfo ihoaet hoaei lw ive-man.n
Ad saving time in thie titration procedure. ute waiting period wvas recommended toa.srure that the end

Point has actually been reached.

he early years of the maenesium alloy industry, prob. EPRMNA
trose from inclusions ofi magnesium oxide in metal ApparatoS. The awtoic ahisorptiont wo~rk was d.ne with a Per-
rs. Oxide inclusions affect the bulk properties of the kinF.lImer XM,,del 303 instrument. using a niagnesiumn holi,.w cath.
causing embrittlement. and loss of tensile st~rength. o~de tube as the radiation source. ~ ,

nioir author (V'AS) was asked in 194.1 to devise a lab., The eudiomneter employed in the determniation, .f act ive mavite-
P` method for analy7.ing magnesium samples for their itim w..5 moaiarted somnewhat frrom that deecribed in. the a:tv

stwcirication (2) to allow 'or weighing the sample in a 'w..all 21555s
:ontenL It was known at the-timne that-chroinic acid rup rather thin a paper wadl. The cup is designed to *..e aztt:'cli
os would dissolve magnesium oxide without signifii- with sil'crne grease to.a glAss arm which can be rwats-d.afier eq'ai.
attacking the metal, and clhroinates were beinag used libriumn conditions have h4eei, reached, -o drop:eu p an' e.nr,,.e
junction with nitric or hydrolluoric acids as corrb. m 0 slui cd ieai 1  doei

ooin- treatments for magonesinnin alloy produicts. lrctain alses, 6- tot 7,-grain sampleA in 7.-i.:l c2-dra.mti
- tally ethylene vials were esxsoscd to 14-ojeV nleutron, :gent-v.ed inupon this solubility dift'erepce. a titrinictric method aTas 0ula oprto okrf-ati vl

v-eloped in which arty loss of acidity upon exposure tive-i,,n accelerator. Oxygen -a-, thereby converted to "ý'N. which
ndard chronmic acid solution to) it -sample or the fine.' has a 7.4.second hair-lit's. ni,. irradiated sAnp~r.5 were tran4fe-rmn
led metal was attributed to rectoion (if the acid visih quickly viat a pnoelnaltic tule to a scointilalatin c*.onter. I'*-( aplpi. fl
ri form mtagnesiuml cliromate. Use of tLim ieth~od in ratus and v rocedmire -cre aptmir,,iniielY the saine af. ec-4cribs-d f,,r

.ion with f~ondry studlies led to improved practices the atnaivsis ,,(cesirni nietlal 1I*w Andi.r; 1 S).
A Bleckm~an Modwel M-t21 5 sion-dispiwrsive i%(ac :avzc ith

rig. zas blanketing, and gating which lar-lely elinii- aI:t:.n acelassdftb kirfatinofcr ndisid
xidc inclos- ;(n problien-. (i,, ordter to allow foir correction of the ox ,ygen data *,'jtairned y'
recently it has become desirable to know the oxide neutron activation anak-sir. as -ill be fliscu.'ýmvd lateri. The pr,.e-
primarily superficial, of magnesium powders use d diore -as -iroilar to that of( Van Hall and Sten,.er 451 except that.

preparationt of flares. Military specillcatio'is (1, 2) for the analysis hltmagnesitim. ilke raittp!eua 1*' reatcd with acid in,

the determination of active inagnsu in si j eratiolt bottle rathter than it% a heated tulie.F
a, werei a ampl isdisslvedwil, diitesulfric iteagents. rhlc solutio,,n eiviploved %%ere pirep~ared frr..! ACS an-

s herin sapleis isolvd wth ilae slfuic Aylvical reagent grade chmemnical, 'ir fro~m nmateri~al .r hr. hiý"hc-st
d the evolvted hydrogen is mneasurced in n tudioi~ne. pu'rity availabmle. Thbe water oixed was purified by paz-o .m in.
the abisence of other rneta'. this procedure cata he condensate through ion exchanige resins inia moix d be-d.
:urnish at mneasur'ý of the oxide content I~v dliffer. Chromic acid s,,luliois-.01 AO ramne Cr0., per liter lapp:'.siolattely

it. the precision is not great nod1( a dhirect oxide tdeter. 0.1ION as an acid).
it would lhe preferredl. Tlhe jmaimior aitthmor (TAI-t) ap-.13 .I.CewladC IV.e-uag ldrj- h~.P'-&t 0

(4) 0. UI. Ardes.s V. A. Sit~ynwjC1 ci . Ed. "AratytcMI.''e 10' 'SSA-
,W-Lt,~ rtueciticlc,,t.rot C-WtCS i (7 o I Puwe~,,x 10 . , C~ mw Tech. DoC n.-p Ns q o n '34. TOR ~~?
*19.,?. iexo'n Air Fouct. Has.%. Ohmo, maxy 29. 196-3 vo 11-30
,.wt- KIRo.-di.STO. 1234. I',otecho.ct,: 

M
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I. *%d iv.' Ma~,~gte,., uimo in S:, ipijle, f it( :Iis.UO h \d 0 t~j x,~zuiv..~h-r .*.. *: ...

-~~~~ rtr to I- i i i ~u d e~x au t Iy tit Iu h : : :...: * .- ui h. t: k3

1: C :: ?2C-) -. 1'~' ~

99. 0 t 0.3 99.2 1 0.2. NI.0 112CrO.. .. ;C.-O: 11.0 13

-2 . .990.0±0.3 90. t-.

-3 99.2 10.3 99.1 1 0.2 7 r0 6 included in Tnhk 11r~t~er~h of t~tas tovrztn
-4 99.0 1'0. 3 99. 0 ±0. 2 determination:: by neutron , ctiviiti-ir. anhavsii. The-e az-..:l-

5 9.1 0. 990 ±0.2 yses were undertaken ill all attempt to de~trirnint- whe*.Ltr
the chromic acid methods %Ltre revealir-g Al the- tns.anei,ijta

IC.5 I I- 1 99.0 1 0.3 99.01 0.2 . oxide in the samples. Firs.t indica-uions le~e th;.t the cherni-

-2 99.2 1& 0.3 99. 1 t 0.2 cal results mizht he low. However. the re~iz.:i~ion t'-.t

-3 99.0 1 0.3 99.0 t 0.2 other forms of oxygen might also he present p~ormpzed the
* - 990 ±0.3 *. 9.0 0.2 determination of carbonate by acid attack and ifra.e

1: -5 99.1 ±0.3 99.2 *0.2 analysis. Correction for the oxy er. e~quivzem (.17 the ;

!MCleII. Maugnesium' Oxide Contcnt of 'Magnesiumi Chips

ýC -305 -1 0.66 i 0.02 0.65 ±0.03 0.91 0.20 0.7 1

-2 0.85 t: 0.01 1.02 0.05 1.16 0.18Os
14 -3 0.99 ±0.06G 0.95 0.05 1.31 0.18a 1.13

%, -5 0.88 ±0.03 0.80 ±0.04 1.28 0. 15 1.13'

DdC-511 -1 0.97 ±0.01 0.84 ±0.04 1.16 0.29 0.67
-2 0.91 ±0.02 0.88 =0.04 1.01 0.27. 0.-.4
-3 0.88 ±0.01 0.81 =0.04 0.98 0.2? .7
-4 0.91 ±0.04 0.83 = 0.04 1.11 0. 21 0.90

0-an of all samples 0.860 0.834 1.116 0.205 0.9 11

p~es inendd fr us inflaesconsste ofrouded evolved carbo~n dioxide vielded the dpza shown in the lait
kt irregular pellets generally less than 0.4 mm along their column as net MgO0. Gen'erally Clip NAA resulzi are conAi.
6,.gest axis. They had been analyzed by emission spectrog. ee ohv rltv eiin f-n-aprn
rtPliy with tile follow.ing results: present at about I Ppm, mean bias of +0ý059- NMO for the NAA- method o'\Er acid-
.o, Fe, Mn., Ni, Ca; not, detectable at it sensitivity of about base titration is within this prt~cision range but ig probabl,.
ppm, Ag. Co, Cr. Pb. Snt. V. Zn, Zr. The indications are real. The presence ofonly 0.022% moii~ure would cus-ze the.

Jut the samples are quite similar inl elemental magnesium NAA resu)ls to he hich bY 0.0-51oNlgO: it would be di~f~icult
nuit itet aind Ci nt mnag nesnitm oxide by diffk.rence would not to determiine or rtmo% e moisture f .rom ar. sctive rflSz5; su2ch
C cipected torexceed P'.14. The military specification for ac- as magnesium at this ln%% le'vel without affe~cting- the oxide-

V~ uaguisiumis S.0%minium.content. Consequent!\, %k feel that c~hrrmic acid is effec-
;-Rusuilts of mnagnesium oxide determuinations on the same tivelv reacting vith ;:dl the oxide in th(,eses.rps Adidi-
ampiiles are given inl Tale if. The data, fromt tit rations and ila]jsfctn ortsvtwsfo-diniefc ht

tional absorptiotno niasreirt thirsen tihw isan ofn nt~ at
touuicabsrpton ieaure~ni ril~rseut tc mansof nagneiun has a higher expansion coefficient than maviuc.

uplicate dctAerminatiuius (inl some cases triplicatcs), th cý n~
siumn oxide. When hot metal contracts are,und an. oxide par-

inees of which are indicated by tile plus or minus figures. ticle it probably develop; crack~s -Ahih lAter ea. Z he,
-ill be seen that, for at leasthalf thle saniples, the results oiea h ea smle.tre.o rud eiio

r ie w mtod ifeby inr lnol i mc- samples turned on is lathe 5howcd no differencesz due )
3ited froin their jprecisiotis. Nevertbele, -s, thie overall a'~er- cutting depths of 0.05 or 0.10 inch (0.127-0.2-41 cmni when
.es difrer by less than 0,03%, the AA results being lower. stalyzed by the titratir~n method.
hiis cm, i ratively small tbias arguies agains-t aily sig-nifi. A quiestioni remaintc as to th, sir.:ticance r,' Oih :I I-

ntlss , chiromnic acid eit her by .-iusuril in'n h ng M.gO lower limit fouiid in camples. an2:,zcd li- the e-diher
tnet-i v.- a txusýi I le redo :t iou )pri uccN in which -titration lpmnciiure. The a~eriinEnt Ietween the methi'-is

UJri ii.ro riiic acid woujld lie coius,,ii1.le t hiaii miiiid corre- )1 siniph with higher oxide conturnt itidicates :.ra: th(e 4e*
'fluid tio the .. ,parent niiijiuc:,iiun i.4uih, dii..,,tedul suilt is prohalv3)\ real. AiuAvses iof xrýr:. fi;re nwet.dI*' Ol(th ac-
,,I;: 1 CO 3%1.tCrO, i 2C: (Ott h 4 21t,0 (1) t ixut iou, ineit ht ov' u~IKli n ,-c-. .ry ti, dtvidt- i se, b.
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* . Baiumn nitrate sislutioin. 26.0 gram,. ILif NO.%), !avrliter (;I)pprole;. ment 'to ob.ihi.n nppropipafe -5Ansiti% a' floetc ~ ,

11tah1-tv 0.1 ,V). - *gnx;,nitun. Auqturnilest~andarrl- ail vdieti-. .lm e,...,I
.4wliu,,, hsulrovetle toltmtitn. aquelitta. 0ilthY. standtardize~d isow~ he IA- usi, toltainhiog the- (,.o ttor (iemwi,. 1 hic W~

,igaiiist'peit*-iunt hydrogt'n plItthalate. o he arinlyzMt dlirectly (withnot diluti..n) stive, it ix. vet's' low

*Chlonsphenobil red sodiutni alt. 0.10 grant per 10M mlinf watter. .nesiusnt. Ordiutaei'v no hacjrlentqincl ittftill-tii Oret Wttt'ir.syr. 1,..
Magsesiisnt sten irduýui i.Wihggan fpre inagiie!. ifee alriorlrniwe i~ et~iitatnsfle '- doi " " it 8 s.

* .-4 satn sec~cutatleyl to within bne milligram. di.emilve tivin 125 ml of*l:4 per millilitier no~ liergrapbspaper. Catlodalrne lt, it"I'cit-iIfmer .,1io
hydrochloricsacid (adlded -lowly) and dilute wilh water Iii tune fletr magene~iumo in each Vatuleblutitol andi tlit,.*~i-I.,t,, I
* na voluteteric flask. One milliliter contains 2 millirngam% of max- enttages..of magnesAiumn oxide and itagnt-4ititn thfdliv riu.

nesiuam. For atomic absorption. measurements dilute .50 nil to onia the original sausple. correcting for thve Wiank it itects.ar.-I
* liter-and dilute.5O ml of that solution to 5W0 mi. The renal solution - . The Sum of the magnesiutm nuxdo figures mhnained in live, In.,

-contain3 6010 mg Mg per mi... tractison is ndrmally uteed wt then c4.tiittnt,,.f the sample.i'*..
EI)TA solution. 40.0 grams ethylenedinituilotetraacetic acid di- additional treatments mayr he made to ttero-is~t rate wh-..t tier si-

suodium aalt dihoydrate per liter (approximately 0.1M). Stantdardize tional oxide is dis,-tolved or a ortmttsant level cfattacrk t'~......

s gainst the standard magnesium solutioni. 2 mg. pVer ml, as in.the metal is reached. .

chelcometrie titr$1tioo procedure.' REUT N DSUSO
Buffer estolution for pH about 10. Disnsolve 65.5 grams of ammo- RSLSADDSUSO

nium chloride in 300 mi of water. add 576 mi of concentrated am- The prcucedttre for titrating exerss chromic arid as .ie-
moniumn hydroxide and dilute to one liter with water., above was modified from that of Koithoff and V'ogelen;'jn,

Erjochrome Black T indicator Solution. Dissolve 0.3 g'rant oaf the (Z ntors~cs ait tt aewsslsiue u u
powder in a mixture of 40 ml of methanol and 60f mi tuf triethantol ()inmcloil tw o rset; avoid inite'raen wrasn subamstituted for !

Sample. The sample may be in the form of rfinely divided shav. which is not. removed prior Iun titration. Chtloritdesu it'll
ings. millings. filings, or powder. To compare various Samples of known to promote the action of chromic acid uipon toagne.
solid metal, they should he milled under the sanme conuditions, pref- sium, whereas nitrate ion dues% not. Thus stititsti.r
erably in an inert atmosphere. Powders should be of the %ame should have no adverse effect oin the titration. (Choriltý-1u.
mnesh size. Generally a one-gramn sample is used: if more than one nlrdwsue npaeo leoptaenlm:t~
per cent. M.-O is present, the sample weight should be crirre. seemred mor ued deirpaleto osre thenepihln cae

spondlingly decreased, emdmr eiabet bev h end-point. changie;.I
Acidimetrie Titration Procedure. I'lac5 t~he weighed sample pJli near 7 than 3t about 9

in a 1510-mI beaker, add exactly 25 ml of 0.LN chromic acid solu- The rocorniended conditions for trenting- nagneaittr-
tion fromi a pipet. and cover with a watch 0l3ss. Stir magnetically with chromic acid differ from those originally emiplot~v-i ia
and bar with 25 ml of waster. and add 0.5 ml of chlorophenol red in-.
dlicator solution. Titrate with 03NP sodium hydroxide to a change lehiswrearedotnamdumpritgls it I
from orange to red-orangi. and add up to 10 ml mkire of the titrant. crucible, for ten-minute periods, with occasional s~trerit
Introduce 30 ml of 0.ltM barium nitrate solution: the mixture wvith a glass rod. A pretreatmenetwith ptitassium chrontint-
should be yellow unless too much sosdium hydroxide was added, solution. 5 grams pet liter. was gis-en to remove chll":itrd
Continue the titration slowly uatil the yellow or xlightly greenish possibly present frot-. tCuxes. No pretreatmnent Is neetid,
yellow suspension shows a pink cast. Upoin movertitration by a drop whene chloride is ab.;enL lin a test of the ability of tl
or two, the solution becomes a more defrinite pink which can he chromic acid to dissolve magnesi 'um oxide ttnder those con.
confirmed by allcow~rng the precipitate to settle.U

Run a blank in the same waly. The difference hetween the Sam- ditions, with no free metal present. 93.5% of the oxide WA.-
pie and Llank represents the amount of sodium hydroxide equiva- found to. have reacted . dorig the f~irst leaching and .5
lent to chromic icid neutralized by the sample. One mi of 0.lVso- more in the second. Under the conidition, given in the Cur-
lution represents 2.016 mg of M;O. If the titiation difference is rent procedure. 99%. or more was dissolved in oine tre:,t
more than about 5 mi. the determination should Ibe repeated with ment. The improvement is probably dute to the more eU.-.C
a smaller sample. tv trigadtesih iei eprtr atc 1

Chelometrie Titration Procedure for Active Magnesium. tv trigadtesih ieiatmeauecue i
Place a one-gram sample (v-sighed to within 0.5 mg) n 2.50-mi the magnetic stirring apparattus. In these tests. 20-n~p'
beaker with a magnetic stirring bar. Add 50 ml of 0 ION chromnic tions of pttte magnesium oxKide. previotisly ignited it Ssl
acid'solution. coser-the be'aker, and stir for I5 mninute,. While re. 'C. were employed.
tamning mo.st of the metal itt the beaker. deca4nt the solutiotn No standards (of magnesium (or its Alloys with kmits'
through n Gooch crucible with a small mcoi~t. ashsestts lonl, under oxide content were aivailable att the time'of thle morigin.tl
suction. Rinse tlte metal, beaker, and crucible absout six time ,. withII*water, or until the final wasshiing i; ertlorlr-us. Itt-serve the filtrate suyo ntemr eetwr.Hscu-,svrlhtt
and washinigs if dissolved tnagnesitim is to hede-termined hy Atoim- .dred sAmples from experimentatl and counrm~ierifl t-.m~tlin4

ic af~rj~ion:othewisetheyguts be iscailed 'vwre analyzedl. These were generally alloys contin:z i

Transfer the filter pad to the beaker cmijniniuig the remaining percent alumutitim and three percent zinc. efluivalenit I..
metal. Add 50 nil of water, cuisrr the beaker, and add 1:4 lsdroi, wvh~at is itow designatted as AZG3l alloy under the ASTNI Ys
chlmuric acid in small portimns to) di-rolve the magnesimun". Foit lm Ie t-en. Rettills from 0.11 to 5.3% M,0 we-re obta-ined. A.t the
mixture for about a minute, then cooul it. transfer to a .'iOO-inl solut- lower end of thte range Lthe results for dipplicate sanipl-
metric flask. atnd dilute to yolume.- i'ipet.a-50.inl aliqtunt Into 'a wr sal dlr ubewti .:y tu h isi
500-mI Erlenmeyer flask, add 250 ml of water. 2t0 mi of( pl 10 bulf. -ceuuly e~~ui~ewtit".:',Iedti azu,
er solution, and 0.5 ml of Fricichrome Black T inidicator seulitaion. were of excellent quality%. Sampl-s with more thati I'-
Titrate with 0A.101 EDTA solution to aI color changt trout reil to otxide, which were not numt-routu, showed poorer reorisluss
blue against a reflected lighut background. N(i rell color shituld re- ihility intI the metal quality w;,% olovjsugslY alopt~or. N-
mtaint a. the end loaunt. Calculate the magnesiuns cuosttent iof the result bteiew 0.11% was found. At file time, it %vsiii
.sample from the titratioin vo~ume and the magnesium equivalent of known whether this app~arent limiti represtented a t ruesil
the PFlTA ,olustion ast found b:; standardinaus,in.

Atomic Alesteption Procedure for Mlagnesition Oxide-. 'lare 1111t1m oxidle contenot. adrorut inn of chtromuic ac-id otin (ýe

a wert-grain sample its a ISO-mt loeater and priwmeu-t as len the first. metal-surface, or reduct iti iot a little clsrismic acid I)-: -;ili'e
* pagragrupl af the ltrecedin., nsietfitA. After 4ihitaiijitii Itse lirst fit- ntoesiitun or anothser im-I la Tfie oba.;;rvatiuun uf a :,r .ti-

trite atid svashioign. treat the n.-sidiimi megnsiit aii-l s.s i alt. t inmt .,t-i, tflio t't:d pl~ilt iitt- iv a; i. fromti chtrntimtsium(Ill I1'%'-
,-dui-r rA.tnl 1),rt~iin id mctriouuic- acid -. 61toi"t ;od agaiei riltir aliti dr-oiusilm. tfet-rdc 5l:nsc imicmlimia ids the Lietlit t~uz~itlilkl~v.
kvash, IDiti- eat-h filtrate to?., i nt in I -Iuninetmeu- tl.ok l~-'arctt:r.a ie Ci-iii- c Ii i iiilnl~ltt ii i--t ii
t.ii.uk n~it cli nnoic acidl fi Iierct liruiah aOit.dK S ci in tioe Ssit-w Th 0Os.rc irl- rt-lie Ia ie i fii

N., t- .-1A *1t;it;6It1,it . f )1h :".1 f!rau I. 1116igt ;o.-. 111-.1 * ie ii i olv ( ic t lm-ti riiiu t nu v nilt-.uiti iiw tr 1



INTEI41ERENCE-S -Ordinarily the nitride content of man:icsium or it% all,,w

Cornmon alloying cIetientOs soah as altinimriom. zinc, and t,.n small (<0.01"6) to caoie measurable interferenice. 'jIj*
low cuiwentrations ( <ls.) of manganese do not appear to samefl is trite of niagn~fesiiii rafliuIe, which 11 tirl-poit %%ouild

be dii~m~lved by chromic acid. If any did dissolve, there yield soluble marnigfl5itii iii boith- 'rietods and mighi dj

should be no interference with the Atomic absorption meth- reduce some chromnic acid.
0(1 and infeifeecnce. sthould he mninimna! in the acid-base ti- Alloys containing silicon would likc~y have s.ome rif :hisý

.tratiun becala%# these elemenits wontald largely ý* precipit-st; elentent. combined with matcnesilamt as the silicicfc. ivhich.
ed as hvdroxide during the titration, releasing the equiivA- on treatment wvith Chromic Acid would y'ield soluble Ina-ne. a
lent quantity of chromic acid which is titrated. Dissolved sium. lIn practice, however, no serious interference l'rori..4
metali would cause interference with the chelometric any of the above-listed possible causes has beten encoun..

method for active magnesium, but procedures for avoiding tered in e~ither the titration or AA method. .

these interferences are available (6). Any metal capable of ACKNOWLEDGMENT
yielding hydrogen with sulfuric acid would be counted as

magnsiumin he ediomtri metod.Thanks are expressed to W. R. Kromer and W. 1B. criom.4
magnesium nirdwulitefe in the titrationi method mctt Z'or numerous determinations by the titration method.#

od by forming both magnesium and ammonium chromates, to S. L Love for atomic absorption analyses. and to G:. Ili,
and to a 1le,.er extent in AA where only the magnesium Jewett for neutron activation analyses. The powdered malz.(
equivalent is effective. If the nitride content is determined nesium samples were prepared by the Reade ivanufaivtur..
through hydrolysis followed by any method for ammonia ing Company, Inc., Metal Powder Division, Lakehurst, NA...
determination (7). correction% can be calculated:

+ - (4) RFCEtVlFo for review May 15, 1974. Accepted .July -- i
M7N HO -3MglO + 2," 3  () 1974. Presented at the 107th National Meeting of the

(6) F. J. Welchex. -The Ariaiyic~ai Us~es of Ethylenookarruneileralaceic American Chemical Society, Los Argeles, Calif., April 19`l4;.
Acid,� 0. Van "Wsanid COnipaeY. 'n.. Prr"C6bon. N.J.' 1958. PP 111- atheSmoi fteDvsonfAnltclCeitr

t?) E. G. Bobalek and S. A. Shrodf. Anal Chem.. 17. S I tl945t in honor ofi1. NI1. Kolthoffon his 80th birthday,

R. Rao Gadde and Herbert A. Laitinen'

School of' Chemical Scierlces. Oeparment of Cbicmirstry. Univefsiry of Iflinoi at Urhana -Cham'paign, tkban4,f. 6~ 1801

Individual adsorption studies of Pbz4, Cd 2+. Znz+, and Tt+ ement-s from solution (1-4). In general, A dramatcic incrtA.45e-

on hydrous iron and minganese oxides are reported. Using in adsorption is observed with increasing pl-I n!id hiydrogen
pulse potarography to determine the heavy metal ion con- iornS are released into the solution. The adlsorptimn and. in...
centrations before and after adsorption, the effects of hy- turn, the release of hydrogen inns ;- ..edn n h ir

drogen ion and metal ion concentrations on the adsorption face area oi hydroiis oxide. In fact, it has been svt'ý,esed
were evaluated. For the divalent ions, the ratio, H*t released (5-7) that adsorption of zinc ions bie used as a oieaý;oru ill

per neavy metal ion adsorbed was -reater than one. Specif- the -urfauce area of osides soch ns ?vnO. 'I. ZrO7 anod Sit).
ic adsorption of Pb 2 ý, Zn 2 , and Cdz+ on hydrous manga. At.og h ip~ mn fhrogeii imu firom the sisr-

noseoxid (HO) ad aso P' ~n Cd~ onhydous er- foicc is an indication of specific ion excha~nge ad~orpiloil.

ric oxide (HFO) was observed. Except tor T1+ on HMO, th umleofhd ninsreadprhaymel.l
aIdsorlwd cannlfot lhe ;aken directly i:- a mieasiure otl i!'

w.hich is complicated by a redox process, the adsorption on 1flwofbni'sastwhcthhevnea ,a-

Hi:0andKIAOfolowedtheordr Pb* >Zn" Cc" > t~iched. Fo. example, four hydrogen ion-.lA re reteaseoi 1mmI
Tl+. The aidsorption processes are reversible with respect to a ilc samnple for each cn:'per(ll) ion adsorbed fro!1 -in
It ' and other adsorbing ions. Adsorption capacities of the 1111110n 0111 acet;.jt solu tion (5), p reso inabi v I ecaltv-ý.o i lie
order of 0.2 mole heavy metal ion/mole HNIO were ob- itvolvmenien of coppEr amine complexes in- the adsomrpmti,il
served except in the case of lead, which snowed much (rits
higher nds.orption (0.56 mote/mote HIMO).

(1; 1, M. Kolthoil andO Moisko.-it. J. flyi Chem. 41. 629 (193 71

.\f~i\ j,!(~I:i~..l~'. Stliitl boi~iiii foein 21 1. XI Kofttoli an t. n 05 rhoise. I. PP-ys 0%m 43, 7G7. 909 1 *49

131 ki 14 Kb ... n B~ wo,4d Ai 0. Kl,,b.-ifo,. jP.1 ý Cr'.- .5?Ol9

(01 o ,vloiu visiis from i he %itwioint of-coontaiina. (4) J Kok~sch. wx-' MP'iim~s to, tho Scoah.ýrniw ofOe.X.t i

f inl of : pl iiis:.; ,sell ;i. .ý ,.io of rmidii.actiýe A- () d0..- l [w~ f( tl- y ýOCA 10Y . S,(
I1 A, -i o: i *x J ,:1.-c!1o C l,. -, So 10. :1V. (1 6 1)
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Abstract

An instrument has been built which can generate up to twelve different
vapors from bubbler or permeation tube sources. These vapors can ioe
individually selected, diluted to concentrations typically in thle range of 1 to2~10 000 mg/rn 3 volume and deliv-ýred at a programmable flow rate to the sys-
tem output. Mixtures of two vapors can also be easily generated. The system
is fully automated using a small personal computer and permits completely
unattended operation during elaborate vapor-exposure sequences. Parameters
describing the vapor test conditions are auto matically. stored in the computer
disk memory, along with the sensor responses to the test. This instrument
has proved to be extremely valuable for rapidly testing prototype chemical
sensors.

31

1. Introduction

The development of any chemical vapor sensor device is not complete
until it has beer repeabedly exposed to a variety of challenge vapors. These
vapors should include those for which the sensor was designed to be sen1si-
tive, as well as others that iay appear as significant interferences in the
environment monitored by thle sensor. Furthermore, truly realistic evalua-
tion of the sensor performance requires that the device resnzronse be measured
while it is exposed to mixtures of the target vapor and interference vapors.
However, the generationg of several different vapors at precisely known con-
centrations in various sequences and mixtures is not a trivial problem. The
instrument reported here is designed to address this problem.

Sd mAuthor to who t correspondence should be addrressed. / th d in Thi nstrumend
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Precise concentrations of individual vapors can be generated by a '
variety of techniques [11. Dynamic methods that involve the addition of

, "- .calibrated amounts of.vapor to a flowing stream of carrier gas are-genarally-:
preferred over static methods, particularly for very dilute vapors. Dynamic
methods minimize the effects of wall adsorption on calibration accuracy,
and a wide range of concentrations can be prepared by simple manipulation
of the gas flow rates.

The instrument reported here is unique in its ability to generate
dynamic gas streams of-a number of vapors (i.e., 12) from either neat chemi-
cal liquid bubblers or calibrated permeation tubes [2]. Moreover, mixtures
of low concentration target vapors derived from permeation tubes (typically
1 - 100 mg/mr3) and high concentration interference vapors derived from
bubblers (typically 100 - 100000 mg/mr3 ) are easily prepared. The gas stream
output of the instrument can be switched (under computer control) between
the generated vapor stream and clean air so that the zero drift and
reversibility of the sensor can be readily observed. Finally, the flow rate of
the gas being output to the sensor is regulated to a constant value, regardless
of the carrier gas flow rates required to perform the desired dilution. This
unusual capability is accomplished using a servo-controlled piezoelectric
valve to divert all vapor flow in excess of the amount programmed to be
output to the sensor.

Instrument operations are carried out under the control of a micro-
computer, and carrier gas flow rates are metered using electronic mass flow
regulators. The fully automated character of this instrument affords many
advantages including unattended operation during long sequences of tests,
red-aced operator exposure to toxic chemicals, and improved measurement
precision. This system is designed to meet the requirements of a complete
chemical vapor sensor research and development program.

2. Description of the instrument

Microcomputer inter acing
The vapor-gen,2ratic~n and sensor-evaluation instrument consists of a

vapor flow system to generate and deliver vapcr streams to the sensor(s),
and an Apple fie microcomputer to control and monitor the vapor flow
system. The microcomputer also collects and stores data from the sensor(s)*. I

"-Tihe overall system is shown schematically in Fig. 1.
The microcomputer is interfaced with the vapor-generation system and

sensors by means of four I/O boards. The IEEE-448 I/O board collects data I
from a frequency counter, which measures signals from surface acoustic
wave (SAW) sensors (3, 41. This particular I/O board adds great versatility

*Alternatively, sensor data can be collected by a second microcomputer in

communication with the first. This configuration is preferred when data must be col-
lected from multiple sensors simultancously.

-0
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Fig. 1. System interfacing diagram for the vapor-generation instrument.

to the instrument, because other measuring devices such as electrometers can
also be interfaced via the IEEE-488 bus. Signals from many types of sensors
can therefore be easily monitored. Alternatively, data from any sensor or1 sensor sy-tem whose output is a voltage (e.g., a chemiresistor system [5])
can be collected using the analog to digital I/O board. This board is also used
to monitor carrier gas and vapor stream flow rates. Automated control of the

I vapor flow system is achieved using a digital I/O board, which commands
solenoid valves open or closed, and a digital to analog I/O board, whichI . commands mass flow controllers to deliver precise flow rates of carrier gas.

Vapor flow system
The vapor flow system is contained in three boxes: the bubbler box,

the permeation tube box and the dilution box. The bubbler and permeation
tube boxes are used to generate vapor streams. The dilution box performs
several functions: vapor streams are selected from one or more inputs,J e.g., from the bubbler and/or permeation tube boxes; the vapor stream or
mixture is diluted; either clean carrier gas or diluted vapor stream is output1 to the sensor. In addition, a flow reduction system within the dilution box
regulates the flow rate of gas output to the sensor. The details of the vapor
flow system are shown schematically in Fig. 2. The plumbing is constructed
using 1/8 inch stainless steel tubing and stainless steel Swagelok fittings.

The bubbler box generates a vapor stream by bubbling a controlled
flow rate of carrier gas through a neat chemical liquid. Eight different liquids
are contained in separate bubblers, each of which is isolated from the carrier
gas loop by a pair of solenoid valves. When a particular bubbler is chosen
as the vapor source, its pair of solenoid :,alves opens, and all other bubbler

1 valves and the bypass valves remain closed. The bypass valves are depicted as

jI
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Fig. 2. Vapor stream flow system. j
solid circles in Fig. 2 and open to allow flow through the carrier gas loop
when none of the bubblers are opened. The flow rate of the carrier gas is

regulated by a 4-200 ml/min air mass flow controller (FC200). The bubblers

themselves are constructed of 63¾ inch lengths of 2 inch O.D. stainless steel

pipe, with 1/8 inch thick stainless steel discs (2 inch diameter) welded to
the ends. The top end of each has 1/8 inch stainless steel tubing welded into

inlet and outlet holes. The inlet tube extends to 1/2 inch from the bottom

and the outlet tube is flush with the inside of the top. -

• ° I



The permeation tube box generates a vapor stream by directing the

carrier gas past one of four permeation devices. These devices are closed

tubes containing a liquid chemical, which permeates out through a plastic
- barrier. and is swept into -the carrier gas [2 ]. The permeation tubesare con-

tained within chambers constructed of 4 incK hex long nipples (1/2 inch
"male pipe size) fitted with hex reducing couplings and male connectors on
the ends*. Each such assembly is housed in a Dewar flask and maintainedi at constant temperature by a heating tape and thermocouple.

The flow system within the permeation tube box is similar to that of
the bubbler box. Each permeation tube is isolated by a pair of solenoid
valves, bypass valves allow flow through the carrier gas loop when no
permeation tube is open, and the carrier gas flow is regulated by a 4 - 200
ml/min mass flow controllex (FC200). However, a second parallel flow

I] system is also present so that the permeation tube chambers can be flushed
to vent when they are not being used to generate a vapor stream for sensor
testing. The flushing process assures stable permeation rates by preventing
the buildup of high concentrations of vapor within the permeation tube
chamber and maintaining a stable concentration gradient across the plastic
barrier of the permeation device.

The dilution box contains an arrangement of tubing junctions and
solenoid valves, which mixes various gas streams and delivers a gas stream to
the sensor at point F in Fig. 2. The output to the sensor can be either clean
carrier gas or a vapor stream, and can be switched between the two by
opening and closing solenoid valves in carefully planned sequences. Any gas
streams not being used as part of the output are vented to a hood.

Clean carrier gas flow within the dilution box is regulated by two
10- 500 ml/min mass flow controllers. This gas proceeds to the sensor output
at F via points C, D and E. Clean carrier gas is used to output clean air, or it
is mixed with a v'apor stream at point D to output a diluted vapor stream.
Initial vapor streams (i.e., prior to their dilution) are supplied by the bubbler
and permeation tube boxes and by a third optional input. These can be used
singly or mixed, and proceed to the sensor via points A, B, D and E. The
configuration of solenoid valves in the dilution box is such that the vapor
stream arriving at point B cannot be diluted without sending it to the output
at the same time.

The dilution box also contains the flow reduction system, which will
be explained separately below. Its function is to maintain the output to the
sensor at a constant flow rate, regardless of the total flow of gas required to
generate the chosen vapor concentration.

Solenoid value control
The solenoid valves in the vapor flow system are controlled in two dif-

ferent fashions, depending on their function. Those valves depicted in Fig. 2

*Some commercial permeation tubes come equipped with tube fittings and can be

incorporated into the sys.ern by means of a simple T junction.

'I}'



with open circles are turned on (opened) at the command of signals sent by '.

the digital I/O board in the microcomputer. These valves are used to select
vapor. sources and gas streams to..be. sent, toward. the sensor. They. can be
individually opened by an operator at the computer keyboard or by state-
ments.in the software used to operate the instrument automatically. .I

Those solenoid valves depicted by solid circles in Fig. 2 cannot be
controlled directly, by either the computer keyboard or software. Instead,
they are controlled by logic circuits in each box, which read the control
signals. going to. the open circle valves .in that box and decide on the proper.
operaticn of the corresponding solid circle valves. For example, the bubbler
box contains a pair of bypass valves depicted by solid circles. The associated
logic circuit has eight inputs, one foreach bubbler, and functions as an eight-
input NOR gate. The output of this gate commands the bypass valves. If
any of the bubblers are open, the bypass is closed; if no bubblers are open,
the bypass opens. Similar four-input NOR gates control the bypasses in the
permeation tube box.

The solenoid valves in the dilution box are arranged in master/slave
pairs on T junctions. The master valves are depicted with open circles and
the slave valves are depicted with solid circles in Fig. 2. The gas flow coming*
into a T junction will exit via either the slave valve (to a vent) or the master
valve (toward the sensor), depending on which is open. The logic circuit in
the'dilution box commands the slave valve to be open when the master valve
is closed, and vice versa. The circuit functions by inverting each control
signal for a master valve and using the inverted signal to control the cor-
responding slave valve.

Designing the vapor flow system with bypass and slave valves auto-
matically controlled by logic circuits assures that an open flow path from
each flow controller to either the sensor or a vent is always. maintained. I
This avoids no-flow conditions in the flow controllers, and continually
flushes clean carrier gas through any part of the system not currently being
used to generate a vapor stream. Automatic operation of these valves by
hardware allows the operator or programmer to be concerned only with
those valves leading toward the sensor.

The solenoid valves (Precision Dynamics, New Britain, CT) are normally
closed valves with Kalrez seals on the plurgers and ethylene propylene
rubber (EPR) O-rings*. These valves are powered by 115 VAC, which isswitched on and off by optically-coupled solid-state relays. The relays are

commanded by the TTL digital signals discussed above,

Mass flow controllers[
The carrier gas is supplied to the vapor ilow system as dry air at 30 psi.

The pressure of this gas is reduced and its flow regulated by means of air
mass flow controllers (Tylan, Carson, CA). These devices contain an air mass

*Some vapors cause standard seal and 0-ring materials to swell, which can impair

valve function, I.
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flowl sensor and an electronically actuated needle valve. The mass flow
controller is commanded to a particular flow rate by an 0 - 5 V analog. signal,

-which 'is proportional to the desired flow rate and the range of the flow-. ....
controller. For example, a 3.0 V control signal to a FC500 commands a
300 mi/min flow rate. Control signals are generated by the digital to analog
1/O board in the microcomputer at the "command of an operator at the key-
board or by software. The mass flow controllers also generate a 0 - 5 V
analog signal proportional to the- actual flow rate measured by their air mass
flow sensor. These signals are read by Oie analog to digital I/O board.

Flow reduction system
The flow reduction system is contained in the dilution box and consists

consists of a T junction (labeled E in Fig. 2), a precision piezoelectric gas
leak valve (Vacuum Accessories Corp., Bohemia, NY), an air mass flow meter
(FM200) and an analog control circuit. This system divides the total mixed
gas flow arriving at junction E into two paths. The path from point E to F
through the flow meter delivers gas to the sensor. The other path leads to the
gas leak valve, which bleeds the remaining flow into vacuum. The degree to
which the gas leak valve opens is governed by a 0 - 100 V control signal
commanded automatically by the analog circuit. This circuit determines the
control signal for the, gas leak valve by comparing the signal generated by
the mass flow meter (FM200) with a 0 - 5 V analog control signal from
the microcomputer (via the digital to analog conversion I/O board). If, for
instance, the flow rate to the sensor being measured by the flow meter is
greater than the flow being commanded by the microcomputer, then the gas
leak valve begins to open more. This diverts more gas flow into vacuum,
and results in a reduced flow rate though the flow meter. The flow meter
output signal starts going down. When it matches the control signal from the
microcomputer, the 0 - 100 V command signal to the gas leak valve stops
increasing and the gas leak valve opening remains steady at the position
that maintains the commanded flow rate through the flow meter.

.3. Instrument operation

Au tomoated sensor evaluation
The overall purpose of this instrument is to evaluate sensor behavior

under clean air and under various vapor streams. For each vapor, the sensor
must first be observed under clean air to determine its baseline drift.
Secondly, the sensor is observed under a vapor stream to determine its
response. Finally, the sensor is observed under clean air again to determine
its recovery. Usually this cycle is repeated to determine reproducibility,
and for each vapor it is desirable to observe response under a range of con-
centrations. The soecific solenoid valve operations necessary to switch the
instrument between clean air and vapor stream output will be described
separately from the overall process of testing sensors.

... I .
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Sensor tesning Jis normally .carried out using two BASIC programs
written specifically for this instrument. These programr are outlined in' .. .Table f•.-Mai niy" i ns-tiumentunic tion's'c• be I acc e.ssd 'directly.by. commands... . . ..""i
entered at the computer keyboard, but this is mainly useful for instrument .
check out. Sensor testing requires keeping tbeck of numerous instrument
functions at once, and this is most. reliably accomplismed with the aid ofn

software.

TABLE 1

Software for sensor testing

Program 1
1. Update vapor source mass flow rates.
2. Calculate menus of concentration choices for each vapor.
3. User selects vapor/concentrations to be generated.
4. Text file stored on disk for each selection.

Program 2 2
1. Flush flow system, output clean air.
2. Read first text file.
3. Generate and equilibrate vapor stream, output clean air.
4. Test sensor, output clean air, then vapor, then air.
5. Store data on disk.
6. More experiments?

No - Flush flow system, output clean air, end.
Yes - Read next text file.

7. Is the next vapor different?
No - Adjust dilution air, loop to step 4.
Yes - Flush flow system, loop to step 3.

II~
The first BASIC program helps the user to plan the sensor exposure

experiments. The mass flow of vapor that each installed vapor source
generates is displayed and can be updated. This information is combined
with information on the dilution capabilities of the instrument in order to
produce menus of possible vapor concentrations. A separate menu is created
for each vapor. The user then selects vapors and concentrations in the order IL
that the sensor is to be exposed to them.

Once the user has completed his selections, the program begins storing
text files on disk. Each of these text files contains an array of variables
that will command the vapor flow system, to generate the chosen vapor
stream at the chosen concentration. Specifically, the values of these variables
dictate which solenoid valves will be opened to generate the'chosen vapor
stream, and what flow rates the mass flow controllers will set in order to
dilute to the chosen concentration. In addition, certain variables indicate
which solenoid valves must be opened and shut When the vapor flow system I.
output is switched between clean air and vapor. I ,

After the user has selected iapors and concentrations and stored text
files on disk using program 1, sensor testing can proceed using program 2.

S...... 6I',



This program operates the instrument and performs the experiments (i.e.,
vapor/concentration) contained in the text files. The program begins opera-
tion by opening solenoid valves in a configuration that will flush the entire
system (excluding .ndividual bubblers) %ýith clean airC.'The initialInstrument "
output is also clean air. The first text fiWe is read and the chosen vapor stream
is generated and sent to vent. The program does not begin a sensor testing
sequence until the vapor stream has equilibrated for twenty minutes. Then
sensor data collection begins and the instrument output is switched between
clean air and vapor stream at programmed intervals. The results are displayed
graphically on the computer monitor. At the completion of the experiment,
the test conditions and the sensor response data are stored on disk, the
graphics are dumped to the printer, and the next text file is read from disk.
If the next vapor is different from that of the previous experiment, the sys-
tem is flushed with clean air for ten minutes before generating and
equilibrating the new vapor stream. If the next vapor is the same but at a
(l ferent concentration, then the flow rates are adjusted for the new con-
ciA~tration and the experiment proceeds. The cycle of reading the experi-
mc,;!t from disk, performing the experiment and saving the data on disk is'
repeated until all the experiments have been completed. The system is then
flusY -I with clean air until the operator shuts it down,

Ci"." air and vapor output operations
Following the detailed switching operations of the vapor flow system

require reference to Fig. 2. All solenoid valves depicted by open circles
shoild be assumed to be closed unless indicated otherwise, with the bypass
and slave valves operating automatically. The flow controllers are delivering
a commanded flow rate of air to their respective carrier gas pathways, and
the flow reduction system is automatically maintaining the output of the
dilution box at the commanded flow rate.

(1) Vapor stream generation. When a particular bubbler contains the
chosen vapor, its corresponding pair of solenoid valves is opened. The carrier
gas passes through the bubbler and delivers the resulting vapor stream to a
T junction in the dilution box. The master solenoid valve on this T junction
is opened so that the vapor stream proceeds through junctions at A and B
and exits to vent via the slave valve on junction B. This configuration is
maintained for at least twenty minutes to equilibrate the vapor source and
tubing wall surfaces and achieve a stable, reproducible mass flow of vapor.
A vapor stream is generated this way when the first text file is read. The
bubbler (or other vapor source) is not closed again until a subsequent text
file that requires a different vapor is read.

(2) Set up dilution and output clean air. Most of the time the output
of this instrument is clean air, which comes from one or both of the FC500s
in the dilution box. All of this air proceeds via junctions C and D to E. The
flow reduction system then send3 the commanded amount to the output at
F and diverts the rest via the gas leak valve. When a text file is lead, the flow



of air from the FC500 is adjusted to the levels that will be required when :1
the vapor stream is diluted and output.-

J - 3) Switch ' to, vaporý stream Ot]tpuL The. vapor stream is. output or.
'switched on' by opening the master valve at junction B. This stream

Sproceeds via D and E to the output at F, possibly mixing with dilution air at
D. If the vapor stream is not to be diluted at D, then the master valve on
junction C is closed at the same time that the master valve on junction. B is
opened. Switching solenoid valves open and closed at C and D clearly has the

potential to change the total volumetric flow rate arriving at junction E in
the flow reduction system. Such a change would force the flow reduction
system to adjust the opening 'of the gas leak valve in order to maintain the
constant commanded output flow rate. However, such adjustment can be
avoided by simultaneously reducing the clean air flow when the vapor
stream flow is switched on, as outlined below.

*When the vapor stream is to be output in undiluted form, the air used
for clean air output comes entirely from the FC500 closest to junction C.
(The master solenoid closest to the farther FC500 is closed and its flow
exits to a vent.) The flow rate of this air has been set to match the flow rate
of the vapor stream arriving at B (and exiting to vent). Clean air output is==
switched to undiluted vapor stream output by opening the master valve at
B and closing the master valve at C. The, flow rate arriving at E is unchanged
and the flow reduction system makes no adjustments.

If the,.vapor stream ,is to be diluted, but with less than 500 ml/min of
air, then the FC500 farthest from C is set to match the vapor stream flow
rate. The FC500 closest to C is set to provide all the air required to dilute
the vapor stream to the chosen concentration. During clean air output the air
from both FC500s proceeds from C to E. When the vapor is switched on, the
flow from the FC500 farthest from C is switched off (to vent) by closing its
master solenoid valve. The flow rate arriving at E is therefore unchangea.

When the vapor stream is diluted with greater than 500 ml/min of air,
then the combined flow rate from both the FC500 flow controllers is set [

to the flow of air needed for the dilution. This flow always proceeds from C

via D to E. Clean air is switched to dilute vapor stream by simply opening
the master valve at' B. The flow reduction system must readjust the gas leak
valve in this case because this switching mechanism increases the flow rate I
arriving at E. However, this flow rate increase is small compared to the
amount of dilution air flow already being diverted by the flow reduction

system, and the required adjustment in the gas leak valve is minor.
(4) Switch back to clean air output. To return the system to clean air

output, the solenoid valves are simply returned to their configuration prior
to switching the vapor stream on. This requires closing the master solenoid at
B and possibly opening another solenoid Valve 'to compensate with more air
flow. Note that switching the output between clean air and vapor while a
sensor is being tested is accomplished solely by the opening and closing of
solenoid valves. The commands to the mass flow controllers are not changed
during the course of an experiment.



(5) Change vapor or conc,,ntration for the next experiment. If the
vapor for the next experiment is the same but at a different concentration,

- then the commanded flow rates to the- flow. 'controllers arc, changed -to
provide the required dilution. The next experiment can then proceed. If the
vapor is to be changed, then the previous vapor source is closed and the
system is flushed for ten minutes before opening and equilibrating the next
vapor stream.

4. Instrument precision and range

"Vapor concentrations
The concentrations of the vapor streams output by the instrumcnt are

calculated by dividing the vapor mass flow rate by the total volumetric flow L-3
rate of the gas containing the vapor:

vapor mass flow rate
total volumetric flow rate

The uncertainty in the vapor concentrations therefore depends on the
uncertainties in the v .,•.or mass flow rates, and the volumetric flow rates of
carrier gas.

The mass flow rate of a permeation tube is dependent on the area,
thickness, and material of the permeation barrier, and is independent
of the 'carrier gas flow rate. These devices are conveniently calibrated by
determining their mass loss as a function of time at the thermostatted
temperature. Successive determinations on Teflon petmeation tubes
produced in-house gave uncertainties of less than 10%. Commercial permea-
tion tubes purchased already calibrated are rated at 5% uncertainty.

The mass flow rate of a bubbler depends on the vapor pressure of the
liquid, the degree to which the carrier gas becomes saturated with the vapor
and the flow rate of the carrier gas. The use of electronic mass flow
controllers in this instrument assures that the carrier gas flow rate will be
constant regardless of changes in downstream flow conditions. The degree of
saturation depends on the efficiency of the bubbler and the amount of liquid
it contains. These variables can be controlled by good bubbler design and
maintenance.

Bubblers were calibrated by passing their effluent into a charcoal
filter to trap the vapor quantitatively, and measuring the mass increase
of the trap. This procedure was carried out with the bubblers installed in tihe
instrument at ambient temperatures with a carrier gas flow rate of 39
ml/.minm Mass flow rates were stable after fifteen minutes of bubbling.
Successive determinations resulted in mass flow rates with uncertainties of
less than 6%.

It should be noted that simply estimating the mass flow rate of a
bubbler from published vapor pressures and the ideal gas law is unreliable.
Such estimates can vary from gravimetrically determined values by as much



as 30%. Estimated values were sometimes less than gravimetric values,
indicating that the diffe.ence between observed and estimated values is not
due to a failure-to saturate-the carrier gas. - .

*The total volumetric flow rate of the gas containing the vapor is equal
to the sum of the carrier gas flow rates of those flow controllers contributing
to the total flow, plus the volume of .the vapor itself. For dilute vapor
streams, the volume of the vapor is negligible. The uncertainty in the carrier I
gas flow rate is then determined by the flow controllers, which are accurate
to 1% of full-scale flow, e.g., 5 ml/min for an FC500 (and repeatable to 0.2%
of full scale). The percentage uncertainty in total flow of carrier gas is,
therefore, the least when the number of flow controllers contributing to the
total flow is minimized and when low-flow conditions are avoided through
any of those flow controllers (especially FC5OOs). f

Clearly, the uncertainty in the total volumetric flow rate will vary
depending on the particular dilution being performed. When a given con-
centration can be achieved by more than one method of dilution, the most
precise method is used. For example, diluting the 'mass flow from a permea-
tion tube with an increasing amount of volumetric flow from the permeationI
tube FC200 (up to 200 ml/min) is more precise than diluting 39 ml/min
of flow from the permeation tube box with additional volumetric flow
from an FC500 in the dilution box.

As noted earlier, vapor/concentration experiments are planned by-the VI

user with the help of program 1. This program provides the user with menus '

of concentration choices for each vapor. Each choice represents a particular
procedure for diluting the vapor stream, which was 'designed to accomplish
the dilution in the most precise manner available. One set of procedures was
developed for diluting mass flow from permeation tubes, and a different set
of procedures was developed for bubblers. For any particular permeation'
tube, for instance, the mass flow of that permeation tube is divided by the
total flow of carrier gas generated by each dilution procedure, and this
produces the menu of concentrations. Table 2 provides an example of the
dilution information associated with selected menu choices for permc-ationm

tubes. An actual menu would include a column of vapor concentrations
calculated according to eqn. (1).

Sixteen menu choices are available for permeation tubes, each choice i

being approximately 80% of the concentration of the choice before it.
These range from the concentration of an initial vapor stream, which enters

-the dilution box and is output to the sensor with no further dilution, to the
most dilute stream the instrument can produce. Concentrations relative to
that of an initial vapor stream are given in the Fractional concentration
column. The instrument can dilute permeation tube vapor streams to 3.3% 76
of their initial concentration. The uncertainty in the total volumetric flow
rate is the greatest (5%) for an undiluted vapor stream and least (1%) at
maximum dilution. The uncertainty in the output vapor concentration
calculated according to eqn. (1) is the sum of the mass flow rate uncertainty
(5 - 10%) and the total volumetric flow rate uncertairnty (1 - 5%). Permeation
tube vanor stream concentr.tions are therefore known to ±6 to 15%.

I!
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TAI1LE 2

Selected permeation tube dilution menu choices

Menu Flow controller flow rates Total volumctric Fractional
choice # (ml/min) flow rate' concentrationb

FC200'7 FC5O0 FIC500

1 39 ± 2 0 d 0 39 1 5.1% 1.000
2 48 ± 2 0 0 48 ± 4.1% 0.805
4 77 ± 2 0 0 77 ± 2.6% 0.509
8 195 ±2 0 0 195 ±1.0% 0.200

12 200 ±2 254 ± 5 0 454 ±1.5% 0.0P6
16 200 ±2 500 ± 5 500 ±5 1200 1.0% 0.033

aThe sum of the volumetric flow rates from all contributing flow controllers.
"bFractional concentration relative to the concentration when the mass flow is carried by
39 ml/min of carrier gas.
CFC200 in the permeation tube box. Flow from the FC200 in the bubbler box is not
used to dilute permeation tube vapors.
dZeros indicate that this flow controller does not contribute Clow or uncertainty to the
total flow.

The bubbler menu is set up similarly. However, the maximum dilution
for a bubbler is somewhat less, because the carrier gas flow in the bubbler
must be constant to deliver a constant mass flow of vapor. Therefore, the
FC200 in the bubbler box alvays contributes 39 ml/min of carrier gas,
and all further dilution flow comes from the FC500s. The maximum dilution
is into 1039 ml/min of carrier gas, giving a fractional concentration of only
0.038 relative to the concentration of the initial bubbler vapor stream.

The uncertainty in the total volumetric flow rate is 5% for undiluted
bubbler vapor stream, and then increases sharply when volumetric flow from
an FC500 is added to the 39 mil/min from the FC200. The menu does not
allow the user to choose concentrations with high uncertainties. The first
diluted choice given is to 40% of the initial vapor stream, with an un-
certainty of 7%, the largest uncertainty of any choice on either n nu. The
uncertainty is below 5% for bubbler dilution choices below 25% of the initial
concentration, and is near 1% at maximum dilution. Combining the 67o
uncertaintv in the bubbler mass flow rates with he I - 7, uincertamties
in volumetric flow rates gives conccntrations (eqn. (1)) known to ±7 to 13%.

However, bubbler vapor streams are not always so dilute that the total
volumetric' flow rate of gas cont-lining the vapor can be determined simply
from the volumetric flow rate of the carrier gas. The volume of the vapor
itself must be considered for volatile liquids whose vapor is not diluted by a
large vclume of carrier gas. For exarnpe, isooctane with a gravimetrically-
determin~ed mass flow rate of 0.014 g/min will contribute a voluimetric flow
rate of 3 mi/min at 25 'C and 1 atm, based on an ideal gas law conversion.
Addition of 3 ml/min to the 39 ml/min of carrier gas of an undiluted vapor



stream gives a total volumetric flow rate of 42 mI/mmn. The calcilat-ed vapor3
concentration is 8% too high if the vapor volumetric flow is not added to
the carrier gas~ volumetric flow in the denominator of eqn. (1).-

Flow reduction system
The flow reduction system takes the diluted vapor stream and splits

the volumetric flow into two paths, one of which goes to the sensor. This
process does not change the concentration of the vapor stream or the
precision with which it is known. The accuracy of the volumetric flow rate
output to~ the sensor is dependent on a number of factors, including the w
accuracy of the flow measurement by the mass flow meter (FM200, ±2
mil/min) and minor uncorrected offsets in the analog circuit that controls
the system. In practice, actual flow rate output is generally within 5% of theI
commanded output, 39 mi/min.

The magnitude of the volumetric flow that the flow reduction system
can d~ivert via the gas leak valve is dependent on how it is configured. WithI
1/16 inch stainless steel tubing from the T junction (E on Fig~. 2) to the flow
meter and a single gas leak valve installed, the flowv reduction system can

reduce up to 800 mi/min arriving at E to 39 mi/min output at F. With twoI
gas leak valves placed in parallel by having' a cross at E instead of a T junc-
tion, and 1/8 inch stainless stee~l tubing from the cross to the flow meter,

flow rates in excess of 1200 mI/mmn arriving at E can be reduccd to 39I
mI/mmn output at F.

It was state(] in Section 3 that the flow reduction system need riot

adjust the opening of the. gas leak valve when the system output is switche~d
from clean air to vapor, provided that the voliurnetr'ic flow of air arriving ait
point E is riot changed. T[his is thlt case when the vapo- stream is either
undiluted, or is diluited by less than 500 mI/mmn Of air. Nevertheless, the
flow reduction system does sometimes make adjustments under these condi-
tions. This adjustment occurs hecaus~e the mass flow meter ini the flow red~ic.
tion system is calibrited for dry air, and gives in erroneous reading when
high concentrations of a vaipor with tho'rtmal proper-ties differinr from fhosý'e
of air are sent through it. '11e flow reduction sv~stern automnatically adjust,;
the gas leak vajlve- so tim t the reading! fron ti the flow nwt er will return to thoi
de!;1red V11i1', evo'n 01lronli' thait read(ing is mir, 0:0.1w! the ar tuil tHow. [In';l

err-f) becomes neg~litgilie when the- vap~or rtrf'iii is (Lillt,'.

11hei, w,'A linwrit dl-'crow-1 hv 11:rli; prý' dI to be oeytreri,'lv vahlurtle Ini

c'r~~ 4
kcti v i rcal "us'o ri-er che m. 4'ietror coa1tim!W mvvini 't ran I ' tio'N he'
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conveniently. Ex tended sequences of tests involving target vapors at low con-
ceritrations, potential interferents at high concentrations and mixtures of
two vapors can be automaticaaly executed to critically evaluate prototype
s~ensors. Testing sequences requiritig days of continuous operation can be
routinely conducted. The generation of sensor data sets of sufficient size for
the application of pattern rccogrnitioii techniques is a readily manageable
t~ask. A matrix of surface acoustic wave sensor data, which was collected
with this instrument and analyzed by' pattern recognition techriques, has
recently been reported [4). This type of instrument should be useful to all
those who must test and evaluate chemical sensors.
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Optical Waveguide Humidity Detector
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-i The relative humidity of Ambient air can have a significant which is in contact with the 4eflecting surface of this medium.impact on many physical and chemical processe of industrial The degree of interaction ii related to the angle and wave-
interest (1-5). As a result, research toward the development lenvth of the incident light 1 d the refractive indexes of the
oIf sens-itive and reliable humidity -eflsots his increased, two miedia.
current developments have centered around either electronic If t!-e rpfrac-tive indexes 4~ the wtiveguide and the coatingdevices (e.g., moisture-sensitive resistors, capacitors. or con- material aire nearly equal, then the Iightwasva is not reflected
ductive celks), or colorimetric devices. The electronic %ensors at the ZlasA/filmn internface,"but travels unimpeded into the
exhibit sensitivity to temperature as well an huimidity, whereas- film (see Figure 1). The lit~htwave would then ble reflectedJ colorimctric reagents, such as metal sl of Go'*, Cti2*, or V", it the film/air interface. tf light is absorbe-d its it passes
are- highly selective for moisture with little or no temperature through the film, then the *javestuide cars be used for spec-
dependence. These colorimetric renvtnts are usualiv ';us- trivscupic anslysAM. The more retlection~s that occur, the greater
pended in gels or in Adsorbent papetr. The extent of hy'lrition the d,-Yr"e of interaction of the lightwsavparth th.ý film. The
La determined by visqual irv-petions. which are hilhlv sub jctive -%ensitivitv of the do-vice is thus a function of the length and

and ionunntitntive. th!,kne"~ of the wv~lie

advnritare ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ tY' of.. hiar fljiiyAdotattiopeiin A ei e rooelativ Tel inxpvnime, anmdit doetetrcl

v')rlnord tist vlso i'-l a mfial lur'de optican l fder. It itirs con!,t 4( Amn opica wonltegred (coantend wiharemite &t/,6 m liKnl
for -il, !uetyp'4 e insi tirenca;hl ien& riu' ws that nh nne Ih l~in.% 'i'1 ight . ourcra hvxes. coad nawat ee-roc
Fleticher naUr. 'ft hev -eviýed au co ith cffl.ortd!ý,~f fo ote i Iefnecnitda ati-aldcas alsyt

on aiihe opt( it filir theImmiity rcJýTiw 1'-on I :ht qorci itse in tois t: d -vet ln's ighic t e emitin ixi f
ptIcii'n r e.rn Tir areahi relatively intenie and rrnertal

'~ r"-:lta end p~ir-." charar rnt- arovr,-ii'l a vd, raoh :,1 sier ue asruddot,'',1 it- n ois
;ittfinveni~ntor ýidvit'ir, ioti. Whser..;Ylil W1 Pi ied trini mlort~wrtre itiv al Likeer ha a t'oe~lt

'Itrtli d onthe ti!i 'th )f It y .u thyiiii.~ethhe iordividual oompnalevice Ave flgure V .') lh-e
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rossagating tin .n Table I. Film Reagent Concentrations and teponise
60 wave Characteristics

film [CoC1-6H101, % PVP 100% T, response time,
label mg/mL (w/w) . mV a

AB 1 '133 2.0 1900 57
Flgtw 1. Diagram lustratk fte Interaction of an Intenaly reflected AB 2 161 1.5 1200 51
Ughawave wlth a ti rfi coated on #* swface o4 a glass capisay AB3 4 168 0.75 850 47
wavegulde. AB5 67 1.0 825 49

AB6 230 0.86 1210 70
All 1 100 1.0 1250 52.• • • _A• B 12 too 1.0 172 47
AR AB 17 20 1.5 3560 170

• N"K AB 18 2 006 1.5 2450 88
DfP I 30 1.0 2430 66
p3ip to 100 1.0 1710 52 0

'e " /" '*'Thick. 'Thin.

FIgure 2. Diagram of the components comprising the optical wave- films were then applied using one of two different methods.
guide detector. The rust method involved dip-coating the waveguides by im-

mersing them in a solution and slowly withdrawing them. As the
solvent was evapo-ated with a heat gun, a light blue film of
CoCI2PVP was deposited on the surface of the waveguides. The
second method involved using an air brush to spray a light mist
of reagent/solvent on the waveguide surface, which was then dried
using a heat gun The films produced by dip coating were thicker,
and contained areas of high CoCI2 concentrations, indicated by

FIgusr 3. System dagram for •te optical waveguide humrdity detector, spots of darker blue color. Air brush films were ganerally thinner
and more evenly distributed. Waveguides coated with these films

bored to hold the optical components. These cells have a very were exposed to varying concentrations of water' vapor at 22 *C.
small dead volume and were painted black to prevent the in- The introduction of water vapor to the cell. and the acquisition
trodiction of stray light. of response data were controlled by the computer system described

The electronics package (Figure 3) consists of a modulated LED below.
power source and signal processor which amplifies, demodulates C. Analytical System. A gas handling system was designed
and filters the plhototransistor voltage. A 3-Hz RC timed, astable and constructed to control the introduction of' vapor and/ormultivibretor circuit is used to pulse modulate the LED. Mod- diluting air to the sensor. Flow rates of water-saturated air and,ulation of the light source is essential for reducing the effects of dry air were .ontrolled with variable rotameters. Introduction

temperature drift in the phototransiator dark current. Without of clean, dry air or water-saturated air to the sensor was controlled
modulation, small variations in phototrensistor temperature would by solenoid valves which had beets interfaced to an Apple Ile
produce unacceptable variations in the base line signal. The microcomputer via the 1/0 game-controller. The percent relative
phototransistor signal was amplified by using an ac coupled op-, humidity of water-saturated air was assumed to be -95% when
amp and fed into an absolute value circuit and low pass filter calculating the relative humidity of diluted vapor streams.
which provided a dc voltage level proportional to the intensity Voltage data from the phototranristor were collected by the
of light striking the phototransistor. Small variations in light Apple II via an A/D converter card. Voltage vs. time data were
intensity produced by changes in the waveguide coating char- plotted by using our own data acquisition program.
actpristics produced very easily measured changes in 'he output Before data were collected, a waveguide-was inserted into the
voltage of the electronics system. The system also was equipped holder assembly, the LED was turned off, and the ien, adjust-
with offset and gain controls to permit cutput signal adjustment ments were made. The LED was then turned on, and the null 7
to 0% and 100% transmittance conditions. adjustment war used to produce an output voltage just greater

B. Reagent Films. The colorimetric reagent selected ior than 0 V. The device was then ready for testing.
testing with this device was CoCi-G6HIO. The anhydrous salt
(CoCl, is blue and exhibits a strong absorption peak between
600 and 750 nm. When hydrated, the absorption peak shifts to Response characteristicai and film properties are listed in
500 nm, characteristic of the CoCI,.6HO complex. This behavior Table I. Individual films are identified as air-brushed films
is ccmpleitely reversible and is well suited for probing with LEDa. (AB) or dipped films (DIP). Examples of typical humidity
that produce 635-54330 nm wavelengths of light. reponse curves are riven in Figure 4. In general, the resporse

3ince the anhydrous cobalt chloride is a crystalline salt that follows an S-shaped curve, with percent transmission in-
does not readily adhere to the surface of the waveguide, it was
suspended and immobilized in a poly(vinylpyrrolidone) (PVP)- creasing rapidly in the range of 60-85% relative humidity
film. The PVP film has a refractive index of 1.53 (9), which is (R1t), and then gradually leveling off as 100% RH is ap-
slightly "reater than that of the sod* lime glass wavequide (no proeached. This behavior holds true for all CoCI,/PVP films.
- 1.49). Under these conditions, light would travel unimpeded Films of PVP alone exhibited no significant response to
throuslh the glass/film interface and be reflected at the film/air water vapor. It appearr, that the polymer film serves two
interface. In addition, PVP is optically transparent in the purpoee; first, it acts as a binder to ensure long life and good
wavelength region used for this study. contact between the reagent film and the waveguide surfaces,

W'N were interested in determining the effect of various film and second, it acts as a piotective, semipermeable membrane
pareameters on the device response. For this reason, solutions were to regulate the introduction of water vapor to reagent Films
prepared in Rcetone/H0 that contined varying concentrations containing C-aCl, alone exhibited poor adherence to the

of CoClal H,)o (rome 30 mg/ wr to 2,30 ag/mL). Knowt weights waveguide surface. Signal losses were noted, which may be
to produce solutions containing 0.75-3.0% (w/w) of PVP. In the result of light scattering off CoCI2 crystals.

dd~titon..solitionsf •just CoC!HTý 1  and ju•iL PVP were prepared To determine the effect of film variables on response, re-
to efsnmine the effect of each component on the overall response. sponse times were dete-mined for each film and are sum-

Prior to coating with reagent/polymer films, the waveguides marized in Table I. These response times represent the time 1
wAer etched for 5 min In a tjffered..dilute IF I lIdtion. Reagent required for the device response to level off at a maximum

~- - 7:



ANAL YT ICAL CHEM ISTRY. VOL. Sa. No 13. NOVEMt3EA 1986 - 288S

a For the three fMinis represnte i~y Figure 4a, no appreciable
difference in response Limes is obqerve-I, even. though the
maximum signals differ by 30%. Fmr the film's represented

1000- in Figure 4b, however. therm is an obvious increase in response
time with film thickness. The dats, also indicate some dleý

E .pendlence of response time On CoCI 2 concentration for -tome
1/ 3. f jlM3 blit this effect is not es strongly indicat~ed as the effect

150D. of film thickness.
[500 The dependence of response time on film thickness is

"readily explained, in that it takes longer for a thick film to
become saturated and reach equilibrium with water vapor than

500 for a thin film. For films with high concentrations of cobalt
chloride, it is possible that microcrystalsa f the metal salt have
formed within the filrn. Such microcrystals may be r,!Pponsible
fur the increased response timesi observed for L -me films
coiltaining high concentrations of CoCl 2.20 40 60 80

REATV KA~r M% CONCLUSIONS

The waveguide humidity sensor presented here ex~hi bits very
b ~-good sensitivity in the range of 60--95% RH. The general

response dat~a follow an S-shaped curve, and are comparable
to the results obtained by Russell and Fletcher. Our results

3000 indicate that the portable, inexpensive device described here
3 can be used to obtain reliable humidity measurement~s.

Before the device can be utilized as a throw-away devico,ý

Lu 2.0 better agreement between individual waveguides is necessary.
T his involves applying uniform, reproducible films on indi-.1 vidual capillary waveguides. The device could then be de-

LU veloped as is for use in specificcases wher3 the desired hu-

cc midity levels are within the range of good response.1000 Further development of the reagent/polymer film may
extend the region of reliable rcsponse of the present device.
Such film development could include the use of polymer/

____________copolymer films of different hygroscopicity (e.g., poly(vinyl
20 40 60 _80- alcohol) (PVA) or poly(styrenesulfonic acid) (PSSA), or

combinations of different metal selts as reagents.
RELATIVE HR*)iTY ()In addition, some form of temperature monitoring or control

aks 4. The"e S-sh~aped curves are Typical of tex wavse.jkde device would be desirable to facilitate conversions from parts per
response (AmrV) vs. percent relative humildity (% PH). (a) Film1 Dro million (1-12) to percent relative humidity and vice versa.
pared from solutions of 100 rr,/rnL CoC3, anud 1. 0% PVP. Curres; are
for the following films: (1) DIP 10: (2) AB 12; (3) ASI 10. (b) Films ACKNOWLEDGMENT
pepared from solutions of 200 rrs/rrC. Cod 2, and 1. 5% PVP. C1'XeS Work was performed in the ChemistryfDivision, Code 6170,

are or " flloing ilm: () A 17:(2)ý13 18Naval Rescaich Laboratory, Washington, DC 20375.5000.
value upon exposurt to an air stream of 95% RH. The two Registry No. CoC12, 764&-79-9.
variabies% examined were film thickness and cobalt chloride LTRTR IE
concentration. LTRTR IE

Tro determine the effect~s of film thicknes~s. response times ( I) Medae. 9. E.: AuWei4ac*. 1: and Erickuson,. R. H. Org. Coat. Mosit.
0h,, i1981. 44, 336-341.

for films pr,- oared from the same solution were compared. (?) AI*Y1 A F: Roytince. 0. K J1. M~ater. Sdi. 1982. 18. 652-656
Figure 4n 7'hows roeiponie curvei for three (3) films prepared (3) P H: Wilson, J. C 4. GCarhys. Pas. 1983, 88.
from a solution 100 inj/mL of cobalt chloride arud !.016 (w/w) (4) F--v G A J. Aarosofld IS 1. 8. 25 t -26 T.
of PVP. Figure 41) shows response curves for two filmis pre- (5) Tanin. J; Amruni A: and Vdi. E. Pysti~c. C,%am.: W~n. Warfare En.

Proc. Mrt. Congr. Postsc. Ctwmv.. 51h. 1982 1951. 4.pared from a %olution of '200) rn/ml. cobalt chloride Find 1.5% ,,9IPVP. It is worth noting that while the niaximurr, signabs vary, (6) f'.kA~qn. J. Fý: Wo~8)n. H; 4am'is. N L, Opt. tll, 1983. 8. 54-J6.
the relative shapes of these c'rvcs are very zimilar. (7) P,,4444. A P; Fkifear. K. S Anal. Cuain. Acda 1985. 170. 209-216.

Sjnce the filrms in each cnase were prepared from thot same i1) 1i~r*149 J.Inwt .giSecsor:tteclc:Nw

respective solutions, "ay difference in response times ihould (9) Ft'vrn Hau-*:ok Sandruli, I. Inv',,Wgo. E. K. E(".: WYa": Now
4 I be due to difference in ijOm thickness. A qualitative assess- Y'k 1974; P0 111-243.

ment of relative film thicknes~seq car. be nii-e by comparnog
maximum signals (100% 7), thicker film conta9ining mon', l(vTIV'F.D for review Auigust "27, 19,95. Resubmitted Mlay 30,
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Correlation of Surface Acoustic Wave Device Coating
Responses with Solubility Properties and Chemical Structure
Using Pattern Recognition
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Susan L. Rose and Jay W. Grate
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Twelve surface acoustic wave device coatings were exposed operation have been described in detail (I), 1.ut they are

to 11 chemical vapors and responses were correlated with essentially mass-sensitive detectors. They consist of a set of.
solubility proprfles and coating structure to determine .0os- interdlgital transducers that have been microfabricated onto

sible vapor/coating Interaction mechanisms. Hydrogen the surface of a piezoelectric crystals. When placed in an

bonding ability Is Implicated a. a significant vapor/coat!ng oscillator circuit, an acoustic Rayhtegh wave is generated on
Interaction m~chanim. Patten, rcognition scheme, applied the surface of the crystal. The cha;acteristic resonant fre-I ntO r:act orelminaiy data aided in 'sogntibfly propermylrespaplse quency of the device is dependent on transducer geometry and
co.-eIajol.• Principal comp.onent analysis demonstrated the Raleigh wave velocity. Small mass changes or elastic
good separation of different cfasses of chemical vapors modulus changes on the surface perturb the wave velocity and

tested. Hierarchical clustering provided addltlloi~a evidence are readily observed as shifts in this resonant frequency. The
ofthe. Hierarchlation s bettyeer so~ifty properties a ndo edthe ob extreme sensitivity of these devices makes them attractive as

fere potential gas sensors. The 112-MHz dual SAW devices rou-

served clustering.I. addition, pattern recociflon methods tinely used in our laboratory, to- example, have a theoretical
Swere used to de'termine p-eH.nfal selectivity of an array de- sensitivity of > 17 Hz/(r~g/cm2). Considering that the active

lector usingj ;%."te coaflng. Learning techniques show that area of the device covers 0. 17 cm2 and assuming a signal to
one-4ourth t,! s.;;,'or can adequately separate compounds noise ratio of 3, this sensitivity results in a minimum de-
of Interest from chemically simrtar Interferences. tecthbility of about 0.2 ng (1).

The ultimate perfor'nance of a SAW d&-vicc as a civmical
sensor is critically deqendent on the sensitivity and selactiity

Surface acoust;c wave (SAW) devices exhibit great tx)tential of the adsorberit coating applied to 'he surface of the pie-

Sas small, very sensitive chemi,.al sensors. The principles of. zolectric crvstý'l. However, no systematic investigation of

.OO3O•-0o/86•0.•35;8-35SOi 50/no c 1986 amwican CJrn.cas so.e.y
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adsorbent coatings on SAW devices ha% yet been reporteid. Table I. TtSI Vapor% aira Solubility Parameters
a-0 refe 'IRICC 1,0 fl51?WtSe. .A'Specific F' - -auings tAo specificH
vapoi a r. '.. in nu.mL* (2-5). T~he rrh. .Ay Z:4atrl Sensor 1. 0 0

I, 'hnolciiy is the bulk piezoelectric crystal sensor, which has Pexto ueCas
been reviewed (6). Coatings exhihatiag selectivity to Spec. Prcto ue.Ca

vitiprms have been lidentified in some cases, but many coAig meV jnctlfony fluoride (MSF)
have been of ill-defmned composition and, until recently, aSe- N.N-Q~e.-Uiyla-etamide (DMAC) 0.88 0.76 0.0
lection has been largely empirical (6-11). It is therefore e- dimethyl r.i-thylphoaphonstAr (DMMI)* (0.8*0 (0)

sential tAo identify coatings fur SAW devices which respond Ilubblen,. Class 2
to, vapors of interest and to develop a rationale for the selection 12dcirehn DI .1 00 .
or design of such coatings. waterhooehae C 0.01 0.18 0.07

The development of adsorbent coatingr alone may not be isot. (ISO), (0.0) (0.0) (0.0)
sufficient for some applications of these devices. It is unlikely toluene (TOL) 0.54 0.11 0.0
that any given material' possesses sufficient selectivity to diethyl sulfide (DES)' 0.26 0.28A 0.0
permit accurat detection and identification of a single tributyl phosphate (TBP)l 0.65 0.77 0.0
chemical vapor of interest in the presence of multiple. un- 2-buztanone (BTN) U.,~7 0.48 0.0
known interferences. A promising approach to ths typ of I-Ijutanol (BTL) 0.47 0-88 0.79
isnalyticait problem is the use of pattern recognition techniques "These values are unpublished data from Abraham (25). Val es
in conjunction with an array of sensors of varying selectivity, in table for DMMP are takena from a similar Comnpound. DEP;
This approach has been applied to vapor response data from values for isooctane are taken froim 2,4-dimethylpentane.
electrochemical sensors (12) and to the selection of coatings
for piezoelectric crystal sensors (7).

Pattern recognition techniques, as applied to sensor data, W .

can be described as follows. The sensors encode chemical
information about the vapor in numerical form. Each sensor

defines an axis in & multidimensional space. Vapors can be SEE.IVrepresented as points positioned in this space ar 'ording to SECT(

sensor respo.ises. Vapois that produce similar res, onses fromA OT4

the set of cootings will tend to cluster nesr one another in ..
space. Pattern recognition uses m'ultivariate statistics and '7, "
numerical analysis to investigate such clustering and to elu-
cidate relationships in multidimensional data sets without 1
human bias. In addition, the method can reduce interference I "'' '

effects and improve selectivity in analytical measurements.U
In this study, we have generated a large data base consisting

of the responses of 12 SAW coatings to I1I vapors at various
concentrations, and we have analyzed these data by using
pattern recognition techniques. Our objectives were 2-fold. I
First, we wished to gather sufficient data to investigati- and

possibly identify the types of vapor/coating interactions re- Figure 1. 1 12-4AHz SAW device and associated electronic circuit
sponsible for the observed SAW devices responses. Pattern digrm.
recognition techniques assisted in this effort by clustering
vapors with similar response patterns and by identifying electrodes were made of gold (100 A thick) deposited onto titanium

simlartie btwen catigsbased on responses to vapors. (about 2100 A thick) to provide adhesion. Each electrode array
similaitiesbetwen coaings of 50 "finger' pairs with each eiectrode 7pmm wide end

Secondly, we wished to determine the ability of pattern rec- spaced 7 mm from the next ringer. The electrode arrays had an
ognition techniques in conjunction with SAW sensors to aperture of 0.224 cm. The devices were clamped into a Teflon
dliscrimninate between vapors of interest and chemically similar holder using small pressure clip% And screws. A lid attached to
interferences. Such discrimination is necessary for an array this holder was fitted with inlet and outlet tubes to provide a vapor
detector to be practical and~ effective, flow path. The two delay lines used in this system were connected

as shown in Figure 1.
SEXPERIMENTAL SECTION Dilute solutions of the coating materials were pr-pared in

Materials. Solvents for vapor stream generation were com- volatile solvents, usually chloroform. tetrahydrofuran. or a
mercial materials of 99.991% purity, except diethyl sulfidde (98%. methanol/chloroform mixture. To make chemical sensors, one
Aldricha) and dimethyl methviphosphonate (97%. Aldrich). These delay l'ne was -oated wit~h the material under investigation using
materials are listed in 'Table 1, an airbrush. Costing deposition produce!d frequet-cy shifts of

The (ollowing coating mAterials were obtained froms Aldrich: 7.5--200 kHz, which were recorded and u~med assa measure of film

abietic acid. octadecyl vinyl ether/ maleic anhydride copolymner. thickness for normalization snd comparison of data (1).
poly(epich!orohydrin). cb~pol '%(isoprene), and acrylonitrile/bu- The uncoated delay line acted as a reference oscillator to
tadiene copolvmer (0.45/0.55). Poly(vinyipyrrolidone) and 0V210 provide compensation for smbient tomperature and pressure
were purchased from Alltech. The two polyphosphnzines are fluctuations. Eachi delay line was connected to a TRW 2820) wide
proprietary materials and w4ere obtained courtesy of Ethyl G>rp. band rf amplifier to provide the amplification required for os-
Polylethylene maleate) was prepared as described by Snow and cdlation to -ccur. The frequencies obtained from each oscillator
Wohltjen (2). Polvtamidoxime) was prepared by reaction of the were mixed insa double balance miter (Mini Circuits Labs SIIA-1)
acrylonitrile/but~adiene c),o~xrlsmcr AlVdrich) with hydroxvlamine. to provide the low-freqoency differences signal which wa., isea-
Subsequent. 1R analysis indicated a nitrile to amidoxime ratio of. sured. Frequency measurements were made with a Systron-
1).:8/ 0.07 (13). Flooroin~ol.ol s.-ss prepared usine methods de- Donner frequency courter, Model 130.2A. The frequency counter
scribed by O'Hear et al. (14). rhese materials and theiraStructures was interfaced to sri Apple Ile microcomputer via an IEEE 4E3j
aire given in Tible HI. bus and interface card.

Analytical MSstem. The 112-Mlz dual SAW delav lines used Vapor Gcnf-ration System. Valxwr streams were generated
,Ii this study wver,' fabricated rhotolith-oraphicaliv on polisl-,ed :th an automat -d gas handl-r system interface with an Apple

-. -i, Quariz suhstravvs. 0. cfns X I cm X ifl0. cm thiick). The I Imcr~croCmptiter. Plun'hing connectionsa were made by using.

-. .s~ -.... t ,s "~.- -" ~ 'yfl - Tj
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'/-n-t~nessteel or nickel tubing. The'ir,! gas wascm bubble- as ananda 39 mLmn hil flo atst

jpresssed air that was dried by passqage throtih DrIe~te. Flosw rates Pernieat~on tubes varied from :19 to 200 mnL/rniin, dependine on
were control led with maIss flow cotolr I\ n). tilc desired concentrationi. Additional air for dil~tiion could be

108 wldoaJ vapor streams were gen-~rated fromf o e of u p to eight adLded do~wnstream,.u I;to a to~tal v(IlItnitric flow (If 1200 ml./1in.

. .bubblers. or one of up to-four. permeation tubes. Air flow tu Ilased oIn the accuiracy of the- toass flow controllers. the uiicet-
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lainties in the t4oal volunteiric flow rates were 1.7%. A consMant Because it is impossible to imagine the dsts points clustering
system output o(f3:9 ml./mi,,o ,the sensor was maintained by in n-dimenional sli-e, a display method was used to ýzransfotn, U
a piezoelectric precision gas leak valve. This system will be the data into two--dimensional spece for easier visualization. The
described in more detail elsewhere (15). Karhunen-loAeve transfrinmption finds the ases in the data spaes

The bubblers consisted of stainless steel vessels containing that account for the major portion of thq variance white main-
apprissimetelO 100 mLofsolvent. with inlet and outlet tubes of tainingtheleatamointo(err,. Arrealation matrix fo the
./rin. stainless steel tubing. Vapor mass flow rates were de- stored data set is caninited and the eigenivalues and eigenvectors
termined by adtrbing the vapor output onto clean, dried chtrc.oal are then extracted. The twtmprincipel-cmpjnent plot presents.
trap. The traps were weighed after 15-20 min ect-lim periods. the plane that best repramemts the data (17). For display purposes,
and masis flows were determined. Two traps in series were pe- a nurliaear mapping routine is used to separate vapors that
ritodically used to check for lireakthrough. Multipine succesosive overlap when projected (into this plane but are separated in the
determinations resulted in ca~culated m flow (in mg/min) with multidimensional space. The nonlinear mapping routine trans-
errors of la" than 6%. forms a a.t of pointa from n-space to two-apace by maintaining

A calibrated permeation tube containing methanesulfonyl the simularities between the points. It does this by minimizing
fluoride was pumrha.sed from G.C. inc'ustries (Chatsw'orth, CA). an error function (18).
Permeation tubes containing 1-3 mL of dimethyl methy!- Clustering techniques, which are unsupervised learning tech.
phosphonate or N.J-dimethylacetamide were prepared using niques because the routines are given only the data and not the
1-l1/1 in. lengths of Teflon heatahrink tubing ('/, in. i.d.. Cole- clasn membership of the points, group compounds together ac-

Partner) car-ped at both ends with Teflon rods. Theae tubes were cording to some criterion. By examination of the different
stored in a desiccator (or 1-3 weeks and then calibrated at op- clustering results, a clearer insight is gained into the actual
Mretional temperetsus (DMMP. 50*C; DMAC, 25*C). The tubes clustering in n-space (17). ADAPT includes a variety of ag-

were weighed every 2-3 day% until constant permeation rates (in glomerative hierarchial clusering routines which group the data
,g/min) were obtained. Permeation rates had errors of Less than by progressively fusing th#,m into subsets, two at a time, until the
10%. entire group of patterns I? a single set. The routines maintain

Data Collection and Analysis. During coating testing, the a particular within-group homogeneity, depending on the criterion
difference frequency output of the sensor was recorded every 2 and the Cusing strategy used. Three dissimilarity metrics were
a at I Hz resolution. In a t.vpic-l experiment, the sensor was used: (a) Euclidean distace squared, (b} Euclidesn distance, and
exposed to air for I min to emtablis'i a base line responis. This (c) Canberra distance. The fusing strategies investigated were
was followed by repeated exposures of vapor/air/vapor/air, with (a) nearest neighbor. (b, median. (c) average, and (d) flexible
each exposure of 2-min duration. fusion. Resuiting data Aire displayed in dendrograms (09).

Each of the 12 :oatings was exposed to 11 chemical vopors. Classification methods, which are also considered supervised
Each vapor was run at four different concentrations, with two learning techniques because they are given both the data and the
experiments (four vapor exposures) at each concentration, correct claasifrcstion results, generate mathematical functions to
Frequency shifts caused by these vapor exposures were determined described the clustering. There are two basic modes of operation
by integrating the area under the signal peak and averaging over fcr clasification methods: (a) parametr' , and (b) nonparametric.
the number of data points collected. An equilibration time of Parametric techniques use statistical information based on the
20 min was scheduled at the beginning of each new vapor to allow underlying data to define the boundaries of the clusters. Their
the vapor stream to achieve equilibrium. At the completion of performance is based ,n the assumption made concerning the
the experiments for a given vapor, the gas handler system was statistical characterist ca of the datu. The nonpara.netric tech-
flushed with clean air for 10 min. niques use mathematis to define the area between the clusters.

Pattern Recognition. Since dividing the sensor responses The.'rinuary parsmetrc programs used in these studies are Bayes
by concentration is not possible for a field instrument measuring linear and quadratic (17), while the nonparametric routines wcre
unknowns, it is important for each sensor to be exposed to the the perception (17) and adaptive lent-squares (AL•S) (20).
same concentrations and to apply a closure method (such as To achieve the bee. classification results, each sensor response
pattern normalization) to the results. The data were collected is multiplied by a constant so that the contribution of each sensor
on individual sensors rather than an array. As a result, the sensor is weighted. The vevor that is generated is called a weight vector.
data for a given vapor were not always collected at the same T"[e routine iteratively updates the weight sector, and a decision
concentration for each sensor. To get the same concentrations surface can be loca'.ed between the .lasses. The weight vector
for each vapor across a pattern vector, responses for some sensors for a linear decision surface can be generated by one classifier,
were interpolated from the calibration curves For most of the stored, and then used subsequently in another classifier. Weight
11 vapors, average frequency shifts werr dettrmined for two vectors can be improved by passing them between classifiers.
experiments at each of three concentrations. Only two concen- Learning techniques are used to train the algorithm on the
trations resulted in satisfactory responses for MSF, whil, all four Lorrect cassification results. A discriminant function is found

concentrations of DNIMP were consistent for all of the sensors that separates one class from another. The width of the function
tested. These response values, or descriptors, for the 11 vapors is a measure of the separation. Feature selection is used to reduce
formed a 665 X 12 data matrix. Each row in the matrix is a pattern the numbe; of snsors to the smallest set while maintaining good
vector, tepresenting responses of the 12 coatings to a given vs- classification rLsults (14). One feature selection method randomly a
por/concentration experiment, removes vapor3 from the data set for each analysis in mutiple

These data were then analz-ed on a VAX 11-750 using pattern applications of the perception algorit tm. As each vapor is re-

recognition routines included in ADAPT (16). The pattern vectors moved, the variance in the weight vsstor is determined. If the
were normalized using pattern normalization methods described observed variance is large, than the information from the corre-

previously (12). The normalization procedure removes the effects sponding sensor does not contribute significantly to 'he observed
of concentration and the sensiti,'ity of one Vapor relative to an- separation of cla.s.c5_
other. This is necessary to obtain the maximum amount of

chemical information from vapors that give only weak responses. RESULTS

Ea-h descriptor for a given coating was then auti-,caled to a mean s apors used during this study are given in Table 1. These

of zero and a standard deviation of unity. Although autoscaling vapors were chosen to represent a variety of structural and
alters the actual values (f the ýenur responses, it does not alter functional groups. In idditiou, we were specifically inter-sted
the number o•f fc;it~ure, or the basic geometry of the clo'stering iin coatinrps that woulid I,e sensitive to toxic organophusphorus

M(tipl. l compounds. The set ,f vapors contains three vapors selectedMultiple linear ;,'grecion %ka- utsed to investigate the utl- a
quenesa of each sen*vr while towoin1 , for collinear-tie% which could as simulants of these materials. Methanesulfonyl fluoride is

caus~e numncri.sal in.tabilities in the analvtsi. After the set cf sen.-or an irreversible enzyme inhilbitor and, as such, exhibits bio-

rests noý.- wa; checked for ci1inearilies. pattern recognition higicat activitv sitnilhi: to the organ)hihoýpl•orus insecticides

tevhnittoes for dispav and mappine, clusterinV. and classification (21). [)imethylacetamide has soluhility properties that are
were-omph-'iense4. .m.... ... snoilar to these materials, as indicsted hv the soluiility pa-
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rameter values in Table I. Dimethyl methyiphosphonate " -

(DMMP) is structurally similar to many of the organo<-r ,

pho-phorus pesticides. These three vapors are grouped to-
gether ard labeled class I vapors. The remaining vapors ara
called ciass 2 and represent a very gene.ral set of potential
interferences. Note that tributyl phosphate is also an orga-
nophosphorus compound. It has been included in class 2

specifically to test the ability of the coatings and pattern-- 7 ,,-
recognition techniques to distinguish between chemically
similar compounds. Included in the table are solvatochromic

parameters, which are a scale for comparing the solubility
properties of these vapors (22, 23). These parameters are a -

measure of the dipolarity/polarizability (ro). hydrogen bond I
donor acidity (a), ,snd hydrogen bond accentor basicity (a).
The ranges of values in the tables are evidence of the gen-

1 erality of the set of selected vapors. No data are available t 2 t g L
directly for DMMP or isooctane. Values in the table for C " " "
DMMP are based on values for a similar compound, dimethyl COATINGS
ethylphosphonate (DMEPI. Values for isooctane are based Figre 3. Bar graphs showing relative response patterns of 10
on values for 2,4-dimethylpentane. These parameters will be coatings to specifiC vapors.
correlated with observed response behavior in the discussion
section. suspected. In general, most of the coatings were more snsitive

Adsorbent coatings exhibited good response times, usually to class 1 than to class 2 vapors and erhibited particularly- good
reaching 90% of total response within I min. At high vapor sensitivity to DMMP. Polv(ethylene maieate) and fluoro-
cutneeitrations, tile response time was more a function of the polyol were the most sensitive coatings for detecting DMMP
system dead volume than of the coating response behavior, and other class 1 vapors. The response of fluoropolvol to
At lower concentrations, however, responses may have been DMMP was the response of greatest rmrgnit•ide in the entire
affected by longer equilibration time between vapor ard data set and was at least 2000 times greater than its response
coating,' or by adsorption of vapor onto tubing walls. Upon to any class 2 vapor. The coating that was least sensitive to
removal of the vapor stream. a rspid return to stabie baseline DMMP was poly(vinylpyrrolidone). While it was the most
was usually observed. A typical response is shown in Figure sensitive coating for water, its response to waeer was still 10
2. Reversible responses were observed for all vapor/coating times less than its response to DMMP.
pairs given in Table Ill. Frequency shift data Were used to Noise levels of 10--15 Hz are associated with tVe SAW de-
generate calibration curves. The slopes of these curves in vices. Assuming a S/N ratio of 3, the minimum detected
Hz/ppm (vapor), were then normalized by dividing by the film signal is 45 Hz. For a 100-kHz film of fluoropolyol. for ex-
thickness (in kiz). Normalized reaponses are presented in ample, this translates into detection limits of 0.03 ppm for
"Trable Ill. DMMP ond <2000 ppm for water. For a 100-kHz film of

Coating materiats and their structures are given in Table poly(vinylpyrrlidone), these detection limits are II ppm and
""I. Because we were interested in detectihg organophosphorus 100 ppm, respectively.
compounds, coatings were selected based on preliminaty tests Individual bar ,raphs showing the relative res••onses of tihe
that indicated a sensitivity to I)MMP Coating sensitivities 12,,atings to six of the vzpors ., %hown in Figure 3. For
to other vapors it thifs study were not known, and extreme disviiay. responses are ,orynalized to the coating with the
selectivities to DMMP and other class I vwpors.were not grvatest responses, while the scale of actual. resp ins ii ,

. , . . , , . . , . , . .. . . . .. . ., . , . . . . , . ... . ... . , , . .. .



jk~.tui,A L#*mi5JHY. VEX. 34, Wt). 14. D(EMWWR 196G 3 042

pols ru.14 I - #It

F1~w* 6. Typically hierarchial cluster Uw~ l h vapors based 3
VAMPS m &A 12 coatings (kEuckleart d-ance nnwtrc w~tU flexibi f.sionJ

Figure 4. Bar grapta growing reeiathe response patterns oifralo3
coatings nonroiszed In ciass I vapors (sold bars) and dass 2 vapors Ta1IV WehtecrCopnn (rIu et
(perallieWO sb'ed ti. Ctaj IV.WrgtVcoCmpntso Fuflt

weigtO no. wrong
costing vasei tafia I ca2%recogniio.
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Hz/(ppm/kl-zi ;-;given on they axis. Similarly, bar graphs is shown in Figure 6. The originsl matrix was reduced to
showing the respin rnses of four of the coatings to all I1I vapors simplify visualization. Results from the second experiment
are shown in Figure 4. The valid bars shown are all nor- of the two nighest concentrations were selected. The y axis
malized to the vapor eliciting the highest response. In most of the dendrogramn is a measure of the dissimilarity of response
cases, the cla" 2 vapors elicited much lower responses than patterns for given vapor?. Thus, diethyl %ulfide and toluene

clas Ivaors Fr tisreaon th rsposepattcrns for these exhibit very similar response pattern%, and the lines repre-
vapors are not easily seen when plotted on the same scale as senting the response patterns for these vapors converge very
tt ie class I vapors. To display the relative responses of the low on the y axis of the dendrogram. Conversely, the lines
class 2 vap~ors on the sime g'raph, the class 2 vapors were for water and isooctane do not converge, indicating very
normalized Do the highest class 2 response. Bars have heen dissimilar respon". patterns.
superimpoweO in Figure 4 to show the response pattern of the Similarities andl dissimilarities in the coating were exa-min-d
normalizted class 2 vapors. by applying cluster analysis on the transpose of the 66 X 12

Pattei: a Recognition. The multiple linear regression re- matrix. Since ro structural itdforsnation was available f-r the
suits indicate that the correlation tetween sensors is not polyphosphazine coatings, informal:' n derived from theseVa
strong, so individua coastings could not be eliminated (,n the coatings s of limited va'ue. Disregarding the response datae
basis of redundancy. According to eigenanaslysis, ten se.-isor; for these coatings, cluster analy-sis was also applied to the
acccA~nt for 99% of the variance, indicating that t leost two transpos-e of the rtsulting 66 X 10 matrix., These results are
of thi senisors cant be remotied wit2out reducing U~sesipataticri displayed in F~gure 7.
between cornpouid-s. The first two principal coenponenita town By ime of classification routines and ferture sele~ction to
the Karhunen-Loeve transformation were uised to initialized reduc-e the sens-ors with the most variance, four roatines were
the nonlinear mapping routine. [lie resulting plot is shown found that could %ena~rate class I from class 2 vapors. The-se
in Figure 5. Clasi. I a;-.d ctass 2 c ompounds are lab)eled cni were polyfethylene maleate). fluoropolyol. octadecyl vinyl
the plot with a t or a 2, .~pciev It is cleai that rrsponses ether/mialeic anh'ydride copolyrner, and poly(vinyl-
For itndividalI va~ors' tend to chuster io discrect sectors of space pyrrolidone). The hyperplane between the two classes can
with well-defined Ixoundaric%. In Pcddition, class I 5-apirs tend h~e given a dead zone (or a width of 1000 times the normal

toritrnear onle other. apr.lutri -acbaeon width produce~d by the routtines.), which indicates th-it the
s:rnilasitites in respons4e pot[terna- Theseclusters may inicaiete .classestare well ..4psraed. With all four -ostin-_%. 100%
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DISCUSSION

In the cour'e of di-xussing these results we will attempt to
dcv-lop a ratiokiale to be used in future etviting design And/or

I I slection. The molvatochromic parmareters in Tpaiie [ retprmeit
I I a relative Rcale for comparing m( lubilitv properties of the
LLvapom'I'lift vAi'ses in the t~able are for bulks solutions anoi do

- g not dmsri-o aill ixts-mble soltibility interactions. For the
purvoses of the disct'nsion they represenit a reasonable litst

S0 approxim# on of thi lt *Alllility propieirties of tho-;e materstas.

0 fly correiv of ilkwrved re *ný' th the'ie pnrsmetet, weIiFigure 7. Typical hleravrhicalchrtw lJ-et uftsI of mat~s tfto on hio*,e to c.. if iiy the' vapor/coiating otiteractio)n irnlhoinotil
e~pi~se to I icor~(~~ieaA~<AlftA~ ~thtit are rnsponsule fe-r our re7,uIts.

-______ ~Sinco 1:.: pIigntiLitive srale is mvailah*'' to chanicterire the
golubility 1 ~reprrtiS of the icoativpg matrrrials.. qualtitative ec-
timatct C reltive hydrogrio bond Accr'otor (111A) And hy.

I *lrcf,,n Lw-mil donor (iitDj srengths 'vote mode baised on the
weight pr~erifo.ave-i of 11l1A .ansd HllIM riiictional prtuops in

* . thpir mnrictkie 'Ii's' p'ceniuigeg ac!! repotrted in I'ahe HI.
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tipesepater. 4ec ~d~ j' Tbl11I). l)MMI' andtuibutyl We can. ".ever, exploroe the rcolk oll hvdrtw~en bottnding
phospIhateS. ho'WeVer, have tai"'ly '!i~ttinrUi-hmble respan"e aint-racaoit~ss by usingi the relative scdl 4f HIIA and MIDii
patterns bout have a similar mcolubility pripertift. C(;lor ex. sti'engthi in Table It. With the exceptionn o4 polyftirwnwere).
aminatil~n shcowe that this is primarily due to polytvinyl. all rof the coaetings contain hettritattonis capable o( aoccepting
pyrronlidone), fluorwopolyrol. and 0V'IO. While the. overall hydrogten hondra. HFIM strength shoupld he iignifiorsant (nor thivw
respoinse of the remaining ciostings is still mro<re sensitive U) cloatings orIW1IAinig cairhtnflis off flitriteri-ciontaining ortiiiip.
D)MMP, the general re.4piorie Sx-ILern fof these "yeting~r a muore WeAkeor HIIA yotrength is expected fror tho~ c r-.iitingst ortn-
similar. t~inang o~nly ethe linkagee. 1 hinee of the Cvoatinots aIis, conitain

The rerawon ftir which All Ithe r-itatingot were moast senoitive 11141) grtmipa (1(IuuintlmiytA, vpaoidi~ix~iiioei. ajid alitioc xt id 1
to IJMMI' is not clear. Examinat~ion of the mcolubility pa- Water sad butAnol are the only 11111) vapors in ourt data set.
rameters in Table I indist"~ tOat DMMP is norwceetoa Of these. trends t.' th resporise to water vapor are riooat likely
in its hydrogen~ bonding aboility. Thterefore. the extremely high due to HBA strength off the coatingis because water h aa
reiponxiei off the", coatings to DMMP motat be due tio some stmronger HHD1 than 1113A strength and he* no aliphatic
soubility preperty that has not boten charactmorized in Tabie -Y'efibcte. For this resson.coatngs wore listed on the x axis
1. such at its dipolarity/pollarizAbility. or to a fortuitouas 4i Figure 3 in order off dectresawrg response to water.
comlinntilwn of solubility properties, The results in Figure 3 iJhow that the relative coetiting re-

Tb. noted dittei'encoascobsertoec btween DMMP and tri "nones to water tnod to follow the trolauve IAstethm
baty( phosphate are saow 1ikey due to differorienas in a scolobelity esuimatted fromt the weight percxiitagaes of the HIIA functional 5
Paramettor that is not examined hero. Structujrally, Othere gircaiti in thee rousting struoctures. This ctinfirmas that hydryoten
v~yi-,Ii diffior in sise, wit h trih'tyl pho-ophAte cyintaining large lsrsluinit interacticons, are imgrnutiant an itiAtfiris -utnsodorrateotn
alkyl jgromups 0yat noay segoetecanttly etfort itsa solubility in Oif 'oie siirmpl acale in Tablie 11. While wowe also hae con-
Certain masterials. oiristly .l~puLsiLy/pivLurAItisty propertits, 0hu data ityiidate

HI-rArchical Chimser saslyitis pinvidlies a monre systtemratic no -,rrelation with polarity, Nonpolar euiortant'do~es nutt
det-?i-nuntinn of the sinilahrity or dii sinlarity of the vamit I, i, .. A trend t~p-oitt* to that ethibiteof by writer nourdilwo
yapiir, as dootrmined by S;AW %Pnsor rviprooistiii The re. ,i .4i itCiilliiehn fo~llow any appaier,t tronil lb.

-ui'-. dendriti-ram in Figure 6 soits the vapo~rs in a marhner iitbi-r Ill'l) sipo~r, I-buutanl. oxhilits* a diff-erent r-apeomw
!hat is .-vueiistent with their scolulilit-1 properties. 'itar-ting gpatlern. 1 !ia rnay be dues to greater HIIA strongth andi rn-otret
troin tho tAop of the! plot and ,workirig down (toward roery-aumorol ~ ar tatr relative to water.
amsiryoi-tv). tie NI441 vapo~r- oin the right art aeperatad 1(iur 0n iroo Lownd yof tOw scale. prilylittwop'not) a the only Mill
the IIIIA anid 14131), '-tipiis tin the le.ft. ['-ain - 4oratec vatx-r rouitin in this stuody. It oxhitieta a motsh largetor retlAsinia
from the other NIMl "spu)rs, a iesult ronsvit-ent with the m teNHoao tioctathhanan thrasoting, with tie
uiniqute chsrjicter of ioutneas indiate-d in l'able 1, It is erreption otf abutetc acid. In adldition, thu retp-onoe-s I)(

the (,nly vapor with near zern dipoiiAnty/p1iluritability- The jm)vuV~* to Iotheor MIR ivaprms ucorthn.tlne
IM14-1 vs,u)oit with titootifirniit dussiyplr~hIy1 - And Io-I,yf *'to-iftio,der ar latrtor than (iii theu 1414A and HIM1)

fi~trI~r~tbsne tokueo, Aoil (ieptlvl q~jlfuIel) sa nre ITsq ifyilar vni-sins In ara2. I eeateohrrai-g ~i~thg
N) Oo n. other than they Are to ivcictaknoo of the HBIA ai~d et ins- i laasa 2 jifliA vaporsi. p-imtisdary 11411 and toi.j

HIAb) -rps.In thisj chluser. dichloriu'tharie ottanrds xcit in the tatnol, then to the NHH vapyris.
Jdýndrrut~rarn And .0rin l I as the NIIH vapori with the The biar graphs in Figure 4 and the ftims in Tablem III in-.
gtestott dlpiaiyplr~br.ii, ate that all thscuKjs uetlall-uyliir-vi-rhh

AmOnr the MIIA arid MIT1) vapiirs on the left of the den- a tindarnental Simnilarity TIhey are Miore ~so-Wivo in CIA%%
'
1
riuKro'nwater Is Ielb.. ti- -inular I,- -my -11her vapo)rs Ar. I tr oi-,Ia~tt i so ('lIevter analysiso itelps '.) uiro ?T43pmiv

roi)F liijly' .uate, 14 u-psi n l'able I k)In AV 0101`ectr 1irily hi-.vhly 011-1d, *l-fitAIIII041 AMi ,t,.iiil riATI0 AMV I'iiFF tIfI'I iliuit,rgi InI
'-pol)Ar~t vfpolcr: nubility It it Aiv, iij jinal in its4 reli-lvotly the slei-:iilr~ran in Fit~irio I.iuni~l~. pý i'"tiuttnv ma
.ib Ill) HI ( hIf *toy 11er Wit '(ifl~~ arior. I halan l b 1s Ii. 0ul arid Vt' 'A~lI '"It as !eitiRg mi111t 1i0)rula in oth.
Voili'uii-nti-j uieu,¶i'r '2 ar~ter suit~ !-~.a dqrpilarrtv'1 -I, , ' Iii ' *I-t Aoll 1-., I!A i li~iiiia i ne PkvcIiu e~r ll. I t, 01 riut i -n

.irulrl 'I it rur ij iIi,w in Ihe ili-rorit'girn I') iv liu .ru l Iite dsia by ea fill #iei ba*r tratibs in I -rueoo

i i - i. 0i e Ow-'ia r 1-IA xti-vt I'i O-i-ri !, ;:.A P'loela I ') 9in lu 1' r -~4tiii(1s friiii Ii 'l ie -.uy tir-'or

* ~iii' ri r - tA s 1 ir'itna ' "-,niv iuusu~e -- u',ty u-ispaty sir-i,tr tAe .ii,oroorao re-vv t ii, ~to iu

''T ti~~A- ;rIu ii. otj-u nii. ", 4vt I ii -,..rt Ii -. soilo III rýAtj--unfqirn lri irl1 t'~e
-,. 0, 1,--i ,, r-p. Nll~i tirir*,, 'a ,l - n. toifi! 'iitrura "Ay~rr in ~ m ie I Miir uha

A "t ~ iu1u~ it' .i. t so~j --- a .l i-0k- a in the'lr days ritimtPs d lty i,

'1"- i4.1 fp-I i Ale. i-it it vio, i' 'i ,rj ~ siIu-ta 'ic w rtui' te shiwn -int ,-Itru

!o-w . -'w!11 - ft o'ir fh !Id .A d I)*,t atno !,v 4N,, uI Y,)iVi- I Itfi~ v' u . r ,

I he ,ý, to -- t ,I, i-,i( In 4 t, I f.of i r .% S
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Trace Chemical Vapor Detection Usingc SAW Delay
Line Oscillators

HANK WOIILTIEN. .1Poviltinit. ;it.ARTHUR W. SNOW, WILLIAM R. BARGER,
AND DAVID S. BALLANTINE

Abslrecl-The resonant freuencies o(SAW delay line owelllatoes are vestigate the performance of a very-high-frequency (290
shown to be very sensitive to the presence of thin organic Aims that ar MHz) SAW chemical sensor. We believe that this is the
depoited (into (he delay tine surface. Theory suggests that the sensi-
tlvily of the SAW device to mass loading depends oni the square of Ili highest frequency SAW vapor sensor studied up to this

3 resonant frequency. This dependence has been studied experimentlaly date.] using devices resonating of 31, 52. and Il12 hillit that were coated with 1114TCLR-osEOSA VM INOSorganic films of precisely controllvd cnimposition and thickness. The tl:HTCLRSOSiO A AO ESR
maotiss snoitivity oa SAW oscillators ran be exploited to mak, very " Trhe Signal provided by a SAW oscillato, vapor ,ensor
%4tive chemical sensors if an appropriate sorpitive coating is applied to o p
the device. Results obtained from a SAW delay line oscillator operating a cdsne ytefllwn hoeial eyt
at 290 1111r Ithe hig~hest frequene) SAW chemical sensor reported in relationship (5):

dlate) suggest that the rapid detection of organic % apors at ruincentra. (,, , )k'+'4 \
toish~tantially bebw 100 parts per billion (by volume) is readily (kr 2 'fh'-k 2 h ~--

INTRODUCTIOwhere Af is the SAW oscillator firequency chanfe pro-
;I HF~MICALdeetrbaeonSWdvcshe w

C.,been the focus of growing interest since the first stud- duced by the coating. ki and k2 are material constants for
ics erereprte in 979(11f~lSAW hemcalrniro-the piezoelectric substrate, J0 is the unperturbed resonant

icenos w rer vr ttatvebeasAWfthi micro-si frequency of the SAW oscillator. h is the coating thick-
ciiC ness, p' is the coaline density, Ili' i, the -,hear modulus.

applcatons f V is the first Lamit constant of the coating, and V, is the
envirnmen-Raylr'igh wave velocity in the piezoclectrie subs-rate

tal monitoring, chemical process control, and clinical (3 158 in /s for ST-quartz). This relationship assuites that
analysis are being investigated. In all cases the SAW de- teSWdvc otn %iominnodci? n
vice is coaled with .s thin filin that is capable of interacting, nonpicicielectric. Furthermore, the relationship is- valid
adortion ortthe chemical ofitrs bhondigh pyincalabsrptionh o nly for very thin films (e.g. , less than 0. 2 percent of theadsoptio. o othr chinial hndig mehanims."ril, aous;tic wavelctnroth thick). F~or thicker filmns. ( I) can onlynature of this interaction determines the sensitivity. selec- prveetiaeofhesglmgntd.W norac

proviye esn(1tc of~rito~ reeriilt ofna theinitie shensor.n
iiiey n opurpo fthis stud reveisi wof uthe [mnist eret cou)tinf's :ire employed, it ,is. oftrn lortind thAt the xecondf

rilepulow.of hi""tuy w'IS [WO1`06, : "" I, teor t- nrn of ( I) Iis nesglliugle because thle shear r'lat, I( moinfiluscal cotmsderaiiions predict that SAW onscillaimors Nhould of tire( comint'III' is small comlpired to thi- %tillness of ihe
k-Xlrbfvt a scioiity)olo.e inl coairm! m1.mss dIc Isity SAW device, U ndrlrthese condition-,, (1) icditees to
thit fI1i'l)i'Ild s Oin II [C N(JIMI o: f III- l i ne i tuttwi i d rt-sommant
[iqueicny of the SAWV device- If 1he Nquire relttionslup (f + ,f'~i'
hiolds then as; frequentcy Irets hu'.hrr (and detvice stie gects

I-or YX, qjumiri. SAW devic-es. k, 11 'K 10- Ii*i"suirillr) tIrle sNri'tmv~ty will urici case - L~xpc rilretwil Coirl-
hrrri~~~~~~~~iii~~~~~iit~~4 ofir~rlorsr a icsa nalwt~S 'i. ,- 416 x 10It) ' m sk. (Ntlieri~lcn

firallr f 1rrclmonhi waý rce,,m t alowth' st~ints tor .- qiirhave not been poublitscd bunt are te-ak curate de-,imnt and oro-In f ':hinilic.1 detectiol til lievi-i to be sirnilar to those (if Y-X qimari?.. Work is beini.
s Irtrns Is e secun luirroe of ihi, study was to in- .ii( miicfe( to ealculite Ihe vAlues for ST-rqitaoii and1 \ill

fir publisherd elsewhrix.) The liriridit of thre coatmr,!
5t ke.. , -d~,r Matih 0i (Are I ",t ii-if 2i. I'A" lhikný-;.s Ii and Its dens~ity 17 .- fhe mis, per umill .irr toll

It ,/C~ .s,!h M, ii, cnrr ye,, s .I)isi) IS the lervie sIrifacc. FPqimliion (2) 1,--- icit; thlat the oieral
VA !'010, tISA

A "I ,, Rt~ 11 i r, i . .t C.on I, is .. ..... c,~ o ci 6 17. ohimirir- fil l brun t I rve l s lombidnnri k m d ct.' l
N Ie., "s \- . 5 , 5 1)( i '0 t 1 k tr "i %e 111' 1 % i dw N~le Aui l 1if 7 oletrooi ti o i'. yi ofieii 0 1?

I ,. 1oMill"i , hr Vi . '
'0711 it',, sri itoxi.si ;,\ ~ll oor. Fumiloieniore, ¶li'ritiui-' Iri-qiency deteýr-

I I I ., -l 81,1i i' 197u Illific.S Ihi, "I/( (of Ilie kfevi-' sInec it iirie- u uqii

-] 1 ur1:101ullý7/Slu)O)) 01t 1t SM 00 l')'S 11.111.



W01IMETJN of . TRACF CHEMICAL VAPO [* IWTFCflON 1

menL% on the interdigital -elect rcdes used to generate thc ,ftTU $AI L

Raylesigh suriace wave. As the operating frequency in- 5uWSAct Ou P'. ut
erewsts. the device area (and cost) decreases. H-igher op- . SIGNAt

crating frequcncies permit thinner coatings to be cm-
playea' with' a correspondinig iiiproernent in, response -

time since vapor diffusion and equilibration with the coat- wr #"i'IIuI r
ing will be more rapid. Higher operating frequencies also Fig. I' SAW Mat~y It ne tscitlitor configuriution u~cd lit nukt: fr~ipcnc
result in greater bisclinc noise, which hinders detection -hifi incstrcnwols untk'r v~arious Lang~nitir-tixigtgi film ma.js% looI

at the lowest co rcent rations. All of these considerationt ings.

result in a set of scaling law., 19J ýhat can offer guidance
in predicting the ultimate performance capabilities of mass loading on each dtvice was obtained front coating~s
SAW vapor sensor technolory. The key assumption in of various thicknesses of an organic material deposited by
these predictions is that the sensitivity incireases with the the Langmuir-Blodgett technique. The coating material
square o~f the frequency.. Preliminary studies indicated that was a I :I mole ratio mixture of steaiyl alcohe' and cop-
this theoretical model was valid (5j. Nevertheless, further per tetracumylphe'noxy phitha'-cyan 'ine. This material and
studies were conducted to provide additional substantiat- the L-B monolayer film-transtfer technique are described
ing evidence of the model's accuracy. in greater detail elsewhere 1101. The material was chosen

because* its monolayer and multilayer film properties have
EXPERIME.NTAL TECHNIQUE:S been carefully studied in our laboratory. In general, the
ResoantFreuenc vesusFil Thiknes SudyL-B film transfer technique requires a film material 6a-

pable of forming a compressible film, one molecule thick.
In order to verify the preceding theoretical model, cx- on the surface of ultra-clean water in a shallow. trough.

potnroents were conducted on devices operating at fre- The mixed film used in this experiments has a complex
quencies of 31, 52, and 112 MHz. Devices designed for structare that includes aggregates of the phthalocyanine.
2190 MHz operation were not included in the study be- Compression of this film, by slowly sweeping a barrier
cause the device package made it impossible to coat these across the water surface, causes it to become structurally
devices using the Langmuir- Blodgett (L-B) technique. In ordered at the air-water interface. With the appropriate
this series of experiments, the frequency shift prod-iced film material and substrate, dipping of the substrate into
by different mass loadings applied to the SAW oscillator the trough allows one layer to be transferred with each
'was measured. pass through the air-water interface. Thus films of pre-

1). SA W Device Configuration: The 31-. 52-. and 112- cisely known thickness can be deposited. The abilityt(o
MHL SAW delay lines used in this study were all fabri- control the film thickness with precision permits a, higzhly
cated on ST-quartz. Gold electrode metallization Was reproduc 'ible mass loading to be *applied to the SAW de- 3
used. The interdigital transducers (IDT) consisted of 50 vice. The entire surface of all devices was covered with
finger pairs having one -quarter-wavelength finger widths the film.
and spacings. The acoustic aperture of the IDT was a uni- -3) Experimenral Procedure: Resonant frequencies
form 80 wavelengths in all eases. The c enter- to-cenrter were measured on a Fluke model 1910A digital frequenc%
spacing between the IDT's was different for each device, counter connected to the RF amplifier output of the delay
On the 112 MHz device the IDT's %&ere separated by line oscillator. Coatings were applied to the devices.
0,7392 cm (i.e., 264 wavelengths); at 52 Milz the sepa- which were then connected to the RF electronics for rrea-
rationwas I cat 'i e. 166 wavelengpths); and the 31 M Hit su~ement of the resonant frequency. Then with the device
(device t'a(I an IDT separation of 3.5 cm (i.e., 350 wave- still connected to the electronics, the C0atiri was re-
letnsths).' moved using a Q-tip soaked with a ýolvcnt (such as, chlo-

[ach SAW device wats mnountrd in a plastic holder fab- roform) that'could dissolve the coating. Whea the device
ricated with aI slot into which the device could fit. Elec- was clean and dry, the resonant frequency was again inca-

trclconnection-, were made u-inig screws, threaded into sured. The difference between the clean and coated reso-
thef plastic holder, that pressed small vold clips against the nant frequencies was rec(orded as the frequency shift pro-
large gold bus bar-, of the IDT's. This arrangement per- duecd by the coating. It w, s expected that the same
mitrtd the SAW devices, to be removet and cleaned for number of laytrs of coating would pirtoduce correspond-
reusew. i:sgly greater frequency shifts as the device f requency %k

'I he iRF electron~c system for the ý31-. 52-, and 112- increased from 31 to 52 MHz and then to 112 M.NHz.
M~lz -SAW delay line: orcillators consisted of a TRW
miodel CANN2 wideband RF amplifier with series tuning 2`)MZDA A AO FSRPRONA`-
in d? r -ors connected hcrw':cn the input and ouitpuit IDT's , D1,ME)NSTRATION

of h delay hone. The rxpoerimcnint system is shown in A second group of experiments was performed with the
1. 29() Ml11i SAW dcVice to delliollstrfitc its perforlinan. ! '1

2) Fmin D~epoulmio Jeconnqone: A highly reprnducihle detecting, orr,,ic~i vapors%.
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Fg3.Chemnical structure n,( fluorottolyol coating usedito demlonstrate
HYORID .performance of 290-Mitz SAW vapojr sensor.UjP Hyri techolog was emlydin the supporting RF

eletroic ystm.The two RIF amplifiers required to

tained in a 24-pin dual inline package. Each RIF amplifierI was of a simple single-transistor tuned circuit design. Chip
T resistors, capacitors and transistors werd used along with
Meit It chip inductors. The dual SAW device and RIF module

L* 3AILANCt) _ were connected together on a small printed circuit board11 to fornm a completc vapor sensor subsystem. Electrical
poe and output signal connections are made to this
board. In addition, the mixer us-d in this device is
mounted on the board external to the RF module. The

OIF G01 POC mixer is a passive device (Mini-Circuits Lab, double bal-
FRaO anced mixer, TFM-2). The total volume occupied by the

Fig. 2. Dual SAW delay line configuration used with 290-MHz vapor sensor system is less than tin'.
sensor.

Selective Coating Deposition
S SAW Device Config ura, ion SAW devices rely on a surface mass change to cause a

A du~al-S AW-delay-l ine oscillator configuration was shift in their resonant frequencies. A selective coating
chosen for the vapor sensor. In this design, two SAW de-, must therefore behave as a "sponge" in which the mass
lay lines are fabnicated on the same ST-quartz substrate. is increased by the vapor to be detected. The coating must
One delay line is coated with the chemically selective film exhibit a number of characteristics including chemical] and the other is left uncoated. The frequencies of the two stability, adhesion to the device surface, permeability, and
delay line oscillators are mixed to proviJe a frequency specificity to the vapors to be detected. A number of se-
equal to the difference of the two oscillator frequencies lective comtings have been studied for use with bulk wave

S (Fig. 2). This scheme helps to compensate fur SAW fre- quartz crystal gas sensors and are appropriate for use with
que-ncy drifts caused by ambien-t temperature and pressure SAW devices [111, 112). In this investigation, a fluoro-
fluctuations. Furthermore, the difference frequency is epoxy prepolymer, dubbed fluoropolvol. was used to
much lower than the frequenicy of the oscillators them- evaluated the response of the 290-MHz SAW v tpor sen-

S selves (e.g., several hundred kHz versus 290 MHz). This sor. It is an oligcmeric material that is soluble in a number
j permits SAW vapor response measurements using Inex- of organic solvents including chloroform. Prior investi-

pensive. digital counter circ~uitry. gations with this material at the Naval Research Lahora-
The, 290-MH-. dual SAW device had an iniput tInins- tory showed that it possessed many desirable propertiesI ducer %ivith 100) finr'er pairs of -,old inierdwitial electrodes as a va.por a'bsorbent coating. The material was synihe-

spaced tecn wavclength,. frorn an otutpujt traisducer having sizcd and p~o',ided by Dr. Jim Griffith of the NRL Poly-
75 finger pairs. FEach lOT had an acoustic aperture of 88 meric Materials Branch. Fig. 3 shows the structure Iluo-Iwavelensgths. This artran¶'ernent wa-s selected to provide a r-opolyol.
-f!isnnahly high r,-sonaint 0 and mninimri: insertion loss Tlic technique ,electe!d to deposit this material onto the
from the coaling. Overall sue of the chip is 0.61 X 0.33 SAW dlevice was air brushing. Other techniqucs Such as

S cmi. The: active area of each SAW decliy line is approxi- LB dlipping or spin casting could not he employed because
ruately 0.02 sqtiare centimieter-s. the 290-Ml~z SAW devices were packagedl and wire-

The SAW device was -iounted in a conve-ntional mi- bonded prior to coating. This made application of a uni-.3 emelectronic eight-pin ?,old flat package in which the in- form coating impossible. The only other method availlabl
ucrinal volumen w;is less than 60 Iil. The dcvice was h~eld was solvetat evapor-ation in which a small drop ot a dilute
in the puickai e usin! epxy lectrical connections were soltution of coating in a volatile solvent is (lep(Pnted onto
u-ire,-bonletd Irum the (leViý, to ihe p;ickaee connecting the device spirfacc anud albuwed to dfly. This icehlnuiquc re-

ýcads. 'Tle convevi oral cold lid of ihc device package quinzsi great care sinice the active area to be coated %kas
ii v's repilicel .vith a p!-cc (0 1,1citelicl with twvo f';-,uch only ibouti 2 11tuif in si)e.c
4 stainlucý., ,~:i. por itfluH a1d mutlet tuhes [I11ns lid was i' thu was aipplied by spr-ayinq ihrouu'ti a sutull

:--;d unito thek top ýl0':t thdc-.'ce -u: a Illall (icl:mlpj. uuuA o\itimcd )ver (lie ictive area of the delayv hu, to
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he coated. A dilule soluti6n 6f fluoropolyol in chloroform 7 M iat pw a .

approximately 0. 1 percent by. weight was used. Corn- A
pressed air was used as the propcllant. The spray was ad- W ",

juitoe 1o provide a.barely visible.deposit.on a c!can~glass . . ,
plate-when sprayed from a distance Of 3 in for 15 s. This R I'
spray was then used to coat the device from a distance of E
6 in while the difference frequency was monitored with 0",
an oscilloscope and frequency counter. Multiple short INIT, StO. t

S 5 tOO S IaS AVIbursts of the spray onto the device surface resulted in a H 52 M1 Izcoating that produced a total frequency shift oi 260 kHz.

Using'(2),the average film thickness deposited is calcu. F 6.o. 5 • N f ,stLAV
lated to be approximately 240 A (assuming uniform de- I
vice coverage and a film density of I g/cm'). The device K 0 3l 

lwas allowed to sit in clean, dry air for-about 12 h prior to 0-KHz) * . K, 311rI.
testing. ia- - . . . .

M e s r m n A p a a u$ 
0 1 •$ 7 3 30 3 3. 40 O

Measurement Apparatus NUMBER OF L-B LAYERS

Exposure of the fluoropolyol coated SAW device to Fig. 4. Experimental frequency shilfs obtained from various mass load-

various vapor challenges was performed using a fully au- ings on 31-, 52-. and 1 12-MHz SAW delay line oscillators.

tomatic vapor generating system designed and built at
NRL. The system was capable of generating low concen- TABLE I
trations of vapor (eg:, 0. 1-10 ppm) using thermosta.ted THEORETICAL ANO EXitRIMENTAL SAW OSCILLATOR SENSITIVITY TO L-B

and gravimetrically calibrated permeation tubes. Higher PaLM MAssLOADING
vapor concentrations (e.g., 100-10 000 ppm) could be SAW Frequency Theory (2) Experiment
generate•l using gravimetrically calibrated bubblers. Va- (MHz) (kHz/Layer) (kHz/Layer)

por streams from both the bubblers and permeation tubes
could be diluted using precise computer-operated mass- 31 0.74 03

52 2.08 1.5flow controllers. Dry air was used as a carrier gas and the 112 9.65 5.8
outlet of the system was at ambient pressure. All tubing
in the system was stainless steel to minimize corrosion
and wall adsorption. The flow rate of vapor presented to exp'rimentally measured molecularareas (131, [141. This
the sensor was computer controlled and programmable. value represents the product of film thickness and density
Vapor generation and acquisition of sensor resonse data and can be used in conjunction with (2) to predict the fre-
were performed with an APPLE Ile computer. The'SAW quency shift expected by the mass loading only. The ex-
sensor signal from the RF module was fed into a Systron- perimental results are presented in Fig. 4. Table I com-
Donner model 6042 digital frequency counter that com- pares the experimental results with those predicted
municated to the computer via an IEEE-488 interface bus. theoretically by (2). The dependence of device mass sen-

sitivity on operating frequency is strong. There is a sig-
Experimental Procedure nificant and systematic quantitative discrepancy, between

One low-concentration target vaoor (dimethyl acet- the experimental values and those predicted using a the-
amide; generated using a permeation tube) and eight high ory which neglects elastic effects in the film. Inspection
zoncentration interference vapors (dichloro ethane, water, of (I), which includes elastic effects, reveals that if the
toluene, isooctane, diethyl sulfide, tributyl phosphate, 2- shear elastic modulus of the organic coating is not neeli-
butanone, and 1-butanol which were generated using bub- gibiy small, then the observed frequency shift will be di-
blers) were used to test the SAW sensor. All experiments minished from that expected for mass loading alone. Un-
were conducted at room temperature with a carrier gas fortunately, values for the shearelactic modulus of the LB
flow rate of 39 cm-/min. The sensor was exposed re- film used in this study are not known. Assuming that the
peatedly to clean air carrier and then to air contaminated discrepancy between experiment and theory is due en-
with each vapor. The difference between the SAW fre- tirely to elastic effects, one can use (I) to estimate that
quencies measured during clean air and contaminated air the L-B film had a shear elastic modulus in the range of
exposure was used to determine the magnitude of sensor 0.8 to 1.6 x 10"° N/m 2 Such values are higher than one
response. Data were obtained at four different concentra- might expect for an organic material 115). They are, how-
tions for each of the vapors investigated ever, not unreasonable considering that most organic m-.

RSU LTS terials are viscoelastic and can exhibit a range of elastic
moduli that can be large particularly as the measurenment

Frequenti .Ytift Versus Film Thickness Sntdies frequency is increased.

Each layer of 'he L- 13 film used in this study is known The primary purpose of these mass-loading expert-
ro produce a mass iadii of' 570 +. 20 nw /cm' based on mcnts was to study the depcntdence of SAW device toass

. ... .
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SAW RESPONSE (Hz / ppm) comodace very much water in the polymer, Simiflariy.I Fig. 6. Summamry of 290-MiHz dual SAW vurotr scn~mir respoin~s hIt var- fluoropoiyol is expected to be an excellent hydrogen bond
cx, el 'af6.rs. acid that should interact strongly with a hydrogen bond

base like diniethyl acctamnidc. It is clear that thc coatingI sensitivity as a function of operating frequency. The mass is not uniquely selectivw for any of die vapois tested.
sensitivity, expressed in kilohetiz per mnicrogrami per Nevcherleiss. thc lluoropolyol is still more than 30 tinies
square centimeter is plotted as a Wrnction of operating fre- morc sensitive to DMAC than to tributyl phosphate. the
quency squared 'Fig. 5. The dependencc of -.eosi tivity worst ioterferent. The selectivity against water vapor is
on the square of tie operating frequency is evidtent. very good with the fluoropolyol responding about 4.400

times miore strongiy to DMIAC than to water.
Chemnicol Vopor Reteimse'i Fig. 7 shows a -typica; response profile obtained from

A ;\psummary of the vapor ex(posure data is illustrated two consecutive 45 s on-off exposures to '/.8 Ppmi (by
grpically in Fig. 6. The responses are expressed in tcnivs volumne) of [)MAAC in (Jean and dry air. Thle results illus-

of SAW frequency shifti (Hertz) per pari per miillion of tratcd ii Fig,. 7 are quite typical and could be repeatedly] vapor concentrition and represent thc slopes obtained duplicated after aI complete series of vapor exposures had
from a li near lceist squarc-ý fit of rep~licate data sets of scn- been performed. The baseline freýqucncy of the sensor did
sor response to four concentrations% of vapor. The actual exhibit slow drift that was believed to be related to thei-
vapor concentrations used were in the range of 1- 16 ppmn mat effects. In a laboratory environment with no sensorJfor rliniethyl icetarrade (DMAC), 5-30 ppmi for trihutyl temlperature control, the baseline frequency drift was ivp-
phosphate and 200-4000 pprn for the remnaining vapors. ically less than I kHz per hour. A c., libration cur-ve for
The resutts show that fluoropolyil exhibits the hithcst )M AC is shown in Nog. 8. The response is (litte linear
sensitivity for dnv-iliyl acctimidc (358 Hiz/ pnn) and the :it low concentrations and decreases at hicher concentra-
lowest ,(nsillv'iv or \\itcr (0.08 iz /ppni), soociane lions. This behavior is quite typic~d. At itDM AC concen-

hbii t 1 iiiii'y cos-bit os Jor tisoe chivipoirtots predicted. almrost 5(X) lb. %vith a bhascliire noise level of less than 30
;1( k;Islf-kirin;tcd ompond,;like flin- Ili_. Fromn (2) It is possible to calculate that a mnass chanv_

-, oipotyol in' filil bediptiohic: m1 .oe molt 11kclv to ýic- ot ippruoxiwmiicmtv 90( p! hais been detected. T'his snwll

.4tiALI
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amount of material is, nonetheless, able to produce a sig- size. ruggedness. and the fact that multiple dev ices can
nal-to-noiSe' ratio of more than 16 to L. A vapor eonccn- be fabricated on thc sanic substritc.
tration detection limit of about 0. 1 ppm 'can be estimated Prior experience with SAW. delay line oscillators has.
f roam these ies-ulks ThI'e stludy repriesit'rts the '(ist'aftermpt. shoii that the magnitude-of thc baseline noise is typically
a( vapor detection using the 290 MHz SAW sensor. Fur- around one part in 107 of the resonant frequency. Thc.
ther improvements to the system which reduce the noise noise performance of the coated 290 MH?, device fell
or increase the signal will yield still lower detection him- within this predicted rangc' (i.c.. about 30 Hz ryns inca-
its. sured over a' 10-s interval). Strongest responses were ob-:

The observed response time of the 290 MHz dual SAW tamned when the sensor was exposed to DMAC. a comn-
sensor is less than 30 s and is probably limited by the pound for which 'the fluoropolyol was expected tv be
ability of the vapor generator to switch vapor streams and sensitive based on solubility considerations., A detection
establish equilibrium, rather than by the response time of limit of about 0. 1 ppm of DMAC. is estimated for the pre- D
the sensor itself. If the response time is limited solely by sent device. Modest improvements in coating technology
the rate of diffusion into the coating, then one expects to (i.e., materials and methods of application) along with
observe a very rapid response. Fickian diffusion coeffi- modest reductions in baseline ficquency noise should per-
cients for organic vapors and polymers are ty.-,:%ally in the mit the routine detection of a ýiumljer of organic vapors-at
range of 10-8 cm2 /s. For a polvmecr film that is 1000 A concentrations below the ten part per billion range.
thick, a vapor diffusion time of about 5 ins is expected.
As film thicknesses decrease, the sensor response time is ACKNOWLEDGMENT 1
expected to decrease greatly. This is due to the fact that 'The authors are grateful to their colleagues at NRL.
the time for diffusion to occur is inversely proportional to particularly Dr. Jim Griffith 'of the NRL Polymeric Ma-
square of the coating thickness. In practice theroe are ru- terials Branch for providing the fluoropolyol coating ma-
merous factors (such as boundary layer transport rates) .tcrial used in this study, Mr. Mark Kiusty for applying
besides simple diffusion into a coating, that are quite sig- the L-B coatings, Dr. Jay W. Grate for his assistance in M

nificant in determining the response time of the sensor- developing the vapor generation apparatus, Dr. lames
Nevertheless, substantial improvements in response times Murday of INRL and Mr. Thomas O'Shea and Mr. Robert
are observed as the operating frequency is increased since. Kindel of SAWTEK, Orlando, FL', for helpful discus-
progressively thinner films arc employed. 'sions iii the course of this work.
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correlation methods being developed.
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* RELATIONSHIP OF SURFACE ACOUSTIC WAVE VAPOR SENSOR RESPONSES
TO THERMODYNAMIC PARAMETERS FOR GAS SOLUBILITYt

POLYMER/GAS PART1TION COEFFICIENTS-FOR FLUOROPOLYOLi
INTRODUCTION

I The use of surface acoustic wave (SAW) devices for sensing

chemical vapors in the gas phase was first reported in 1979,1 and

has since been investigated by several groups. 2 - 1 0 SAW devices

function by generacinq nect-anical Rayleigh surface waves on a

Sthin slab t-f a piezoelectric material (such as quartz) andi
oscillate at a characteristic resonant frequency when placed In

£ an oscillator circult with an rf amplifier. 6 The oscillator

frequency Is measurably altered by small changes in mass or

elastic modulus at the surface of the SAW device. Vapor

sensitivity is typirally achieved by ccating the device surface

with a thin film of a statlottary phase which will se]ectively

I absorb and concentrate the tarqet vapeor. Vapor sorption

increases the mass of the surface film and a shift !n the

oscillator frequency is observed. SAW devicei offer'many

advantaqes aýs chemical sensors Including small size-, low cost,

ruggedness, and hiqh fensitlvity. A further idvantaqe is the

potential for these dcitces to be adapted t ,) varljity of gas

phase analytical probliems by strauIteqic dej.(qn or selection of

Scoatinq materin!.' Full realization of this potential will

I rqiulre etrourd ro quantify , .inderstand, and finally to preilct

o vaor!oatini interactions rcrsponslble for vapor sorption.

.. . .. . A..i. 19 ..9. .7
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The change in oscillator frequency, 'fs, observed when a

bare SAW device is coated with an Isotropic, non piezoelectric,

thin film has been described by equation (1).6 I

I
2fs = (kl+k 2 ) F 2 hP - k 2 F2 h ( (1)

r + 2•

k1 and k 2 are material constants for the piezoelectric substrate;

F is unperturbed resonant frequency of the SAW oscillator, which

is determined by the geometry of the interdiqital transducers

fabricated onto the aurface; h I: the coating thickness; o is the

coating density; p and X are the shear modulus and Lame conntants

of the coating; and vr is the Rayleigh wave velocity in the

uiazoelectric substrate. The second term in this equation

dapends on the mechanical properties of the film, and is often

rY:gligible for soft organic materials. It the mechanical

properties are negligible, then equation (1) reduces to equation

(2), which dslcribos the perturbation in frepupncy caused by the

mass of the applied film 6 (ho is simply thm nass per unit arsa of

th'ý film). This treatment assumes 100% coverage of the do vice

*C Ivo a r!ý!,I.

"(ki * F 2  hp (2)

;-i-llarl'y, th,! fr~q':ncy nhift e)'TerveI wh-n the coated 3AW

I is ex4o-7sd to .i va>;r Dr'-vldes a [:e,'ure of the ma,; of

I



Sorption of ambient vapor into the SAW device coating until

3 equilibrium, is reached represents a partitioning of the solute

vapor between the gas phase and the stationary phase. This

3process is illustrated in Figure 1. The distribution can be

quantified by a partition coefficient, K, which gives the ratio

of the concentration of the vapor in the stationary phase, Cs, to

the concentration of the vapor in the vapor phase, Cv (equation

Cs

K=- (3)Cv

JAn equation is derived herein which allows K to be calculated

direct'.y from observed SAW vapor sensor frequency shifts. This

conversion provides a standardized method of normalizing

empirical SAW data, and does so in a way that provides

3 information about the vapor/coating equilibrium.

In this study we examine in detail the absorption of vapors

into a soft polymeric material referred to as "fluoropolyol".

This material was chosen on the basis of a prior study where

several diverse stationary phases were applied to SAW devices and

exposed to a range of chemical vapors. 3 The fluoropolyol-coated

sensor gave some of the hiqhest responses observed. We now

] r e:;ent vapor response data for fluoropolyol coated onto both I12

anJ 15U, MHZ SAW devices, These data have been used to calculate

Ii partitlon coefficients for each vapor into fluoropolyol.

] Partition coetffiients for the same vapors into fluoropolyol were

I
I;
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K = Cs I
Cv I

Gas In Gas Out

Stationar~y Phase

SAW Device i

Figure 1. The distribution of vapor betweerf the gas phase and
the stationary phase which is quantified by :the partition
coefficient, K.

i I
IiI

I
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also determined independently by gas-liquid chromatographic (GLC)

measurements. The values resulting from. these two different

techniques are in good agreement.

These results demonstrate that the mechanism of action of a

coated SAW device is the same as that of GLC, i.e., reversible

absorption of the vapor in the gas phase into the stationary

phase. This confirms the solubility model for the interaction

of vapors with the SAW coating; i.e. the solute vapor dissolves

and distributes into the solvent stationary phase. Finally, the

correlation between SAW vapor sensor responses and GLC partition

coefficients creates a means for predicting SAW sensor behavior.

Thus, if GLC partition coefficients are available from exper-

imental measurement, or can be reliably predicted, then SAW vapor

sensor responses can also be predicted.

EXPERIMENTAL

Materials. The fluoropolyol used in these studies was

synthesized and provided by Dr. Jim Griffith of the Naval

Research Laboratory Polymeric Materials Branch. These types of

materials are prepared by methods'described by O'Rear et. al. 11

The density of the fluoropolyol could not be determined using a

density bottle or a pycnometer because of its high viscosity.

Instead, a bulb with a vertical calibrated stem was weighed

before and after being filled with fluoropolyol. on leaving the

I delice in a thermostat, the polymer gradually settled and the

volume readlng was then taken. The results at various

5



temperatures are as follows: T(OC),P(g ml-1); 25, 1.6530; 40,

. 1.6322; 60, 1.6044; 90, 1.5629. The glass transition temperature

of fluoropolyol is IO°C.

The liquid solvents used to generate vapor streams were

commercial materials of greater than 99% purity, except diethyl

sulfide (90%, Aldrich) and dimethyl methylphosphonate (DMMP)

(97%, Aldrich). The solutes used in the GLC measurements were

also commercial materit is used as received; the GLC method does
not require bighly pur fied compounds.

112 MHz SAW Device. The 112 MHz dual SAW delay line sensors

(Microsensor Systems, inc. part number SD-112-B) were fabricated

photolithographically using gold electrode metallization onto

polished ST cut quartz substrates (1 cm x 1 cm x 0.08 cm thick).

Each interdigital transducer (IDT) consisted of 50 finger pairs k ?

having one quarter wavelength finger widths and spacings (7

microns) and an 00 wavelength (.2240 cm) acoustic aperture. The

IDT's were separated by 264 wavelengths '0.7392 cm). These 112

MHz SAW devices differ from those described previously 3 in

having a separate ground contact for cdch IDT. Electrical

contacts from the RF electronics to the IDT contact pads were it

made by mounting the device in a plastic box with small

gold-plated clips and screws. The lid to the box was equipped

with two stainless steel tubes for the vapor stream inlet and

outlet.

Each delay line was connected to a TRW model CA2020 wideband

RF amplifier to provide the amplification necessary for

oscillation to occur. The frequencies obtained from each

6I
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oscillator were mixed. in a double..balanced mixer (Mini Circuits

Labs SRA-i) to provide a.low..frzequency.difference signal between

the two delay lines on the device.

.158 MHz SAW Device

The 158 MHz dual SAW devices used in this study (Microsensor

Systems, Inc. part aumber SD-158-A) were also fabricated on ST

cut quartz substrates. The two delay lines were lithographically

patterned onto a chip that was approximately 0.5 cm square. This

chip was epoxied onto a conventional gold plated, 12 pin, TO-0

style integrated circuit package and electrical connections were

made from the SAW interdigital electrodes by means of

ultrasonically welded 1 mil gold wires. After coating the

device, the device was covered and sealed by a nickel plated lid

with two 1/16 inch stainless steel tubes for vapor flow. The

input interdigital transducer for each SAW device consisted of 75

pairs of electrodes with each pair repeated at 20 micron

intervals (i.e. an acoustic wavelength of 20 microns)., The

acoustic aperture was 70 wavelengths (i.e. 0.1400 cm). The

) output interdigital transducer was spaced 10 wavelengths (i.e.

0.0200 cm) from the input transducer and consisted of 100 pairs

of electrodes also having each pair repeated at 20 micron

intervals. The edges of the quartz substrate beyond the ends of.the delay lines were cut 5* out of parallel with the IDT fingers
to eliminate triple transit echos. Coatings applied to the

device covered the entire surface of the electrodes as well as

the space in between electroues.

7



Vapor Sensor Coating. Vapor sensors were prepared by coating

one delay line.with a thin film of fluoropolyol. The uncoated u.I{
delay line served as a reference oscillator to provide

temperature and pressure compensation. The coating was applied

by spraying a dilute solution of fluoropolyol in chloroform

through a small mask positioned to shield the reference delay

line. The spray was generated with an airbrush using compressed

air as the propellant. The difference frequency of the device Ij
was monitored until the desired amount of coating had been

applied.

The two 112 MHz sensors reported herein were coated with 106

and 104 KHz of film respectively. The first was coated and

stoiLed overnight in ambient air prior to vapor testing. The
.J

second was annealed for one hour at 110*C and stored overnight in

ambient air prior to vapor testing. After the first round of

vapor testing, these devices were stored for two months in

ambient air and then tested again.

The 158 MHz SAW device was coated with 207 KHz Gf film and

stored for one week at room temperature prior to vapor testing. 3
Vapor stream generation. Vapor streams were generated

from gravimetrically calibrated permeation tubes or If
gravimetrically calibrated bubblers using an automated

vapor-generation instrument described in reference 12. This

instru.,.•eiit generates selected vapor streams, dilutes them, and

delivers a programmable flow rate of either clean carrier gas or

the diluted vapor stream to the sensor. The instrument is

controlled with an Apple lie computer.

~ 4k



For these st dies the carrier gas was dry air delivered to

the sensor at ambient pressure. Dimethyl methylphosphonate and V
N,N-dimethylacetamide vapor streams were generated using,

permeation tubes nd the remaining vapor streams were generated

from bubblers. The flow rate of vapor stream to the sensor was

lOOmL/min.

In between c llecting the first data sets on the 112 MHz

devices and collecting the aged data set on the 112 MHz devices,
the handling of permeation tubes was changed in a manner which I

appears to affect the concentrations generated. The 158 MHz data

were also collected after this change. In the first data set

permeation tube chambers were flushed for one hour prior to vapor

testing to remove accumulated vapor. Normally the chambers were
closed. This procedure was changed so that the chambers are

continually flush d, 24 hours a day, assuring equilibrium

conditions in eacl chamber at all times.

Vapor concen rations are calculated from the mass flow of

the permeation tuie as measured under equilibrium conditions. If

one hour of flush ng did not assure equilibrium conditions and

remove buildup of vapor in the chamber or on the chamber walls,

then the delivered concentrations may have been higher than the

concentrations assigned based on the mass flow rates determined

from the weight 1oss of the permeation tube. This would result

in higher apparen frequency shifts and Ksaw values. The log KI

values reported for DMMP and DMAC prior to continual permeation

tube flushing are in parentheses in the tables.

1"
I 9



U

Sensor response data collection. The difference frequency i
from the SAW senso." was monitored using a.Systron-Donner model.

6042A frequency counter or with a Phillips PM6674 frequency

counter. The data were transferred over an IEEE-400 bus to an

Apple IIe computer. This computer was in communication with the

computer controlling vapor stream flows so that data collection

and vapor stream operations were synchronized. The frequency

data were collected at 1 Hz resolution. The difference In the

frequency before the sensor was exposed to the vapor stream (i.e.

the sensor is under clean dry air) and after the sensor has

reached a stable equilibrium response to the vapor stream gives 5
the frequency shift caused by the vapor.

T)e observed frequency shifts were used to calculate a I
part'ition coefficient for each vapor exposure. However,

fcequency shifts of. less than 100-200 Hz were generally omitted

from subsequent calculations so that K values were determined

only from sensor responses with high signal to noise ratios.

Gas liquid chromatography (GLC). Fluoropolyol-gas

partition coefficients, defined by equation 3, were obtained by

GLC using fluoropolyol as the stationary phase. Absolute values

of K (denoted by us previously as L) 1 3 were obtained

essentially as described before, 1 3 using glass columns 1.5 m

long containing a 4% loading of fluoropolyol on chromosorb GAW,

with helium as the carrier gas and a thermal conductivity

detector. Corrections for the pressure drop across the column

were made as described (see equations 4-6 in ref. 13), and

corrections for gas imperfections (equation 7 in ref. 13) were

10
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also carried out. However, the latter were trivial. Two series

of measurements, at 2980K and at 333*K,,with alcohols as the

standard solutes were carried outs results are in Table VI.

Values of K for water were also obtained. A variety, of solutes

were then examined at both 2980K and 333*K, using a flame

ionization detector, and relative values of K were converted to

absolute values, using the known absolute values of the standard

compounds, exactly as described before.13

RESULTS

Equation Relating SAW Frequency Shift to Partition Coefficient

The derivation of an equation relating SAW frequency shifts

directly to partition coefficients begins with equation (2),

which gives the frequency shift caused by a thIn film on the SAW

surface. The product of the factors h (film thickness in m) and p

(film density in kg m- 3 ) in this equation is simply the mass per

unit area. 6 Therefore the frequency shift in Hz, Afs caused by

application of the thin film coating onto the bare SAW device can

be expressed as in equation (4).

•fS,= (kl+k2 )F 2 ms (4'
A

- . . .. .- ..



The.variable ms is the mass of the coating in kq and A is L~he

coated area in. m2 . The frequency shift in Hz, afv, caused.by

absorption of the vapor into the coating can be expressed

similarly as in equation (5).

f4
6fv " (kl+k2)F2mv i

A (5)

The variable mv is the mass of the vapor in the stationary phase

coating. Division of equation (5) by equation (4) and

rearranging gives equation (6).

Af Af m-U- (6)• Ms

The mass of the vapor in the stationary phase ccating is the

factor of greatest interest. It can be related to the U
concentration of the vapor in the stationary phase Cs, in grams

per liter, by equation (7).

Cs - Vs (.001 kg g-l) (71,

Vs is the volume of the stationary phase in liters. Now,

substitution of (7) into (3) and rearranging gives (0).

m v,= K CvVs (.001 kg g-l) (a)

+I
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Cv is the concentration of the vapor in the gas phase In grams

per liter. Finally, substitution of (8) into (6) relates Afv to

K as shown in equation (9).

Afv =Afs K CvVs (.001 Jc g-') (9)

This result can be further simplified by noting that

Vs/ms is the reciprocal of the density, p, of the stationary

phase. If Afs is converted from Hz to KHz, the .001 conversion

factor cancels out. The final result is equation (10):

Af, C, K (10)

Afv = vapor frequency shift ;in Hz

fs= coating frequency shift in KHz

p = coating density in kg L-1 (= g mL-1)

Cv, = vapor concentration in the gas phase in g L-1

K = partition coefficient

The assumptions inherent in equation (10) are that the SAW

device functions as a mass sensor (mechanical effects are

neqligible) and that the observed mass change is due to

partitioning of the vapor between the gas phase and the

stationary phase coating. In this regard, the ec'uation

represents a solubility model, i.e. dissolution of the solute

vapor into the solvent stationary phase. The partition co-

efficient, K, can be readily calculated since all the remaining

13
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terms are known. af s iv determined when the vapor sensitive

coatinq of density p is applied to the bare SAW device. Afv Is

measured when the sensor is exposed to a calibrated vapor stream

of concentration Cv. The units of Cv, q L-1, are appropriate

since dynamic vapor streams are typically prepired by diluting a

measured mass flow (q min- 1 ) into a known volumetric flow (Lt

min- 1 ) of carrier gas.12

One additional assumption Is made In the substitution of the

reciprocal of the stationary phase density, p, for Vs/ms in

equation (9). Following the derivation closely it is seen that 3
ms is the mass of the stationary phase, whereas Vs is the volume

of the stationary phase when an equilibrium quantity of vapor has r

been absorbed. This volume is therefore assumed to be equal to

the volume of the stationary phase itself. So long as the mass.

loading of the stationary phase by vapor is low, as it will be

for low vapor concentrationi or weakly sorbed vapors, this N

assumption is reasonable. In addition, the density of the

material applied as a thin film is taken to be tht same as the

density of the bulk material.

.Relationship to Thermodynamic Parameters for Gas Solubility

E"quation (3) is a standard equation for the expression of

gas solubility in a liquid at a constant temperature. The

limiting value of the partition coefficient at low concentration

may be defined as

cc s r-")x" : ) C4 111)

14
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-and under normal gas chromatographic conditions, derived values

of the gas-liquid partition coefficient may be taken as identical

to K'. It should be pointed out that KO is the same as the

Ostwald solubility coefficient, LO, defined exactly as in

I equation (11). Hence if equation (10) is applied to the

detection of gases or vapors at low partial pressures, the

constant K should represent K'(or LO).

The Henry's constant for absorption of a gas in a liquid at

again limiting concentration or partial pressure, is defined as

[H =Pv 02)
LX0

where Pv is the solute partial pressure and X. the solute mole

fraction in the liquid phase. Since KH and K" are related

through equation (13), it is easy to derive an equation that

connects Afv and KH.

KH = RT, /M5 K* (13)

However, such an equation vj~ll he rigorously true only for liquid

stationary phases whose xol!cul;ir weight, M3, is known. In

I the prestnt context, uslnq polymerlc stationary phases, the

relationship is of little value.

K values Determin'ed from SAW Vapor Sen!nsor Fiequency Shifts.

Vapor response dara were collected u~inq 112 or 158 MHZ SAW dual

11 delay line sensors with one delay line coated with a thin film of

i7
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I
fluoropolyol. These devices are shown schematically In Figures 2

and 3. The chemical structure of fluoropolyol is shown in Figure

4. Coating a delay line with a thin film causes its frequency of

oscillation to decrease in accordance with equation (2). The

magnitude of this decrease provides a measure of the amount of I
coating applied. 6 For example, 112 MHz SAW devices are typically

coated with sufficient material to produce a 100 KHz frequency

decrease in the coated delay line. Using equation (2), the 1.653

q mL-1 density of fluoropolyol, and values of -9.33 x 10-8 and

-4.16 x 100 m2 sec kq1 for kl and k 2 , 6 the estimated average

thickness of a 100 KHZ film of fluoropolyol on a 112 MHz SAW

device is 36 nm. Given that the active area of the device is

0.17 cm2 , this corresponds to about I pq of material on the 3 <
active surface. Similarly, a 150 MHz device with 200 KHz of

fluoropolyol has an averAge coatinq thickness of 36 nm.

When a SAW vapor sensor under clean air is exposed to air T

containing a vapor to which it is sensitive, the frequency of the

coated delay line shifts from its baseline value to a still lower

frequency. This causes the measured difference frequency between

the coated and uncoated delay lines to incranie. A typical

rpe3ponse curve for two sucr-sivP vapor exposures is shown in

Fnr rno-t of the v;ivors it th• concpntrationi employed in j
tP.nS "tlidles, the freq''xncy ihiftn were le;s than a few thousand

T., rofln the 11 2 MHz !en ;r~r-. For water And iooctane, the highest

';Ont. 3 wer,! 1e h in onc thoksani Hz. For itronqly sorbed

†7-7
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Figure 3. Schematic diagram of a 150 MHz dual SAW delay line

mounted on a TO-8 style package with wire-bonded electrical

connections.

I
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CF3  CF 3  CF3  CF3

1(-CH2 -CH-CH- ?-OQýC C-O-CH 2 -ýCH-CH 2 -0-C-CH 2 -CH=~CH-C-O-)

OH CF 3 0 CF 3  O C3F.

IFigure 4. The structure of fluoropolyol.
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Sa:2
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1 3 57
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Figure 5. Response curve from two successive exposures of the
ISO MHz SAW sensor to N,N-dimethylacetamide at .000057 qL-
gas phase concentration.
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S~I
vapors such as dimethyl methylphosphonate (DMMP) frequency

shifts as high as five to ten thousand Hz were observed. I
Similarly,. shifts for 2-butanone,.whose vapor phase concentrationi

was very high, ranged up to ten thousand Hz. Vapor induced

frequency shifts on the order of a few thousand Hz or less are

much smaller than the one hundred thousand Hz of fluoropolyol

coating on the 112 MHz devices. This demonstrates that the mass

loading of the coating by vapor is small, and validates the use

of the density term in equation t10).

The two 112 MHz sensors prepared for this study were coated 3
with 106 and 104 KHz of fluoropolyol, and tested against vapor

simultaneously by connecting them to the vapor stream in series.

Testing began one day after coating the devices, and was repeated

two months later to see if aging influenced sensor responses.

These two devices differed slightly in their handling between

coating and vapor testing. The device with 106 KHz of

fluoropolyol was simply stored under ambient air at room

temperature. The film on the second device, however, was

annealed at 110'C for one hour, and then stored under ambient

conditions. For the two months in between vapor testing, these

devices were both stored under ambient conditions.

The 158 MHz device was coated with 207 KHz of film and

tested a week later. In between coating and testing the device

was stored under ambient conditions. The frequency shifts

observed for the 158 MHz sensor were typically twice those

observed for the corresponding vapor exposures on the 112 MHz

sensors. This is due to the presence of twice the amount (in 2

20 A7 7- ý=77



KHZ) of fluoropolyol on this sensor compared to the 112 MHz

sensors. These results are in accordance with the liiiear

"dependence of Afv on Afs as expressed in equation (10).

.For each vapor exposure, a i•artition coefficient was

calculated from the observed frequency shift using equation (10).

These values will be referred to as SAW partition coefficients

and denoted KSAW. The logarithms of the KSAW values for a given

.] vapor were thsn averaged. Average log KSAW values are reported

in Tables I through V for fluoropolyol on a 112 MHz device one

day after coating, annealed fluoropolyol on a 112 MHz device one

day after coating, fluoropolycl on a 112 MHz device'two months

i after coating, annealed fluoropolyol on a 112 MHz device two

months after coating, and fluoropolyol on a 150 MH: device one

week after coating. Also reported with each log KSAW value are

the standard deviation (S), the number of vapor exposures used

to determine KSAW values (N), the number of different

concentrations for each vapor (#), and the vapor concentration

1range. These tabIks represent nearly 900 measurements of SAW

frequency shifts.

For the vapors and concentrations examined in this study,

the frequency shifts observed increased linearly with vapor

-concentration, and KSAW values were independent of vapor

concentration. This is in accordance with the relationships

expressed in equation (10). Graph cally this corresponds to a

linear calibration curve of SAW response vs. concentration whose

slope is dependent on a constant partition coefficient.

I
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Alternatively stated, the sorption isotherms were linear in the

ccncentration ranges examined. The principle exception to this

rule was DMMP on the 158 MHz device. A slight decrease in KSAW-

with increasing concentration was observed in this data set.

The reproducibility of a 'given SAW sensor tested one day

after coating and again two months after coating was good, and

aging appeared to have little effect. Average log KSAW values

had standard deviations up to about 0.1 log K units, whereas the

differences between values from one day to two months were

generally 0 to 0.2 log K units. variations for water and V .
isooctane were somewhat greater, but these are vapors to which

fluoropolyol is not very sensitive at the vapor concentrations

generated.

Data from device to device showed some systematic

variations. In testing both one and two months after

coating, the 112 MHz SAW device i the annealed film was about

0.1 to 0.2 log K units less 3ensitive than the unannealed film on

a 112 MHZ device. (The data for water were anomalous.) This

systematic variaticn is small, and may or may not be an effect of

annealing the film. The log KSAW values determined from the \ ::

data collected on the 158 MHz device are systematically higher

than those from 112 MHz device data by about 0.4 log K units.

Systematic variations from device to devicecould be most easily

explained by errors in the measurement of the coating material

applied, or by differences in the temperatures at which the

sensors were operating during testing. Temperature effects will

be further discussed below.
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Log 1'GLC and log ?ýpSW values for nine solute vapors are

'cOmpared in Table VII with va:ors in ordcr of decreasing log

KSAW. All of the GLC val~uesrefer to 2980K, either by direct

measurement, cr via equation (14)'as described above. In one

,additional case, diebthyl sulfide, the log kGLC value was

estimated from various correlations we have constructed using

solvatochromic parameters. with the exception of this estimated

value, the order of decreasing log K valuas is identical for the

SAW and GLC measurements. Indeed, there is good agreement

between all but the hiqhest log K val'ues, such that the SAW

sensor frequency shifts could be estimated uslnq KGLC values

and equation (10). The general trend of the hiahest Log K vapors • $

(DMMP and dimethylacetamide) having larger SAW responses than the

other vapors could also be predicted from KGLC, but not

accurately. In these cases, the error in Loa KGLC values willl

be larger than usual, but certainly not so larqe to account for

the differences in Table VII.

DISCUSSION-•"

The experiwiental cfvditions for measuring partition

coefficients with a :>.W lev.vle ,ire somewhat different than those

for GLC measurements. SAW meu..•urements, for instance, are

carrieed out at Ainits vacpor conr-entrmjtion3 while the GLC

mensurement usually refers t,• nfinite dilution. In addition,

the SAW measurements revorted here were conducted at ambient

tempeýratures, while the GLC measurements were riqorously

thermostatted. Finally, the calculation of KSAW assumnps that

F'-
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the vapor causes the sensor to respond based on mass effects -

alone; if mechanical effects become significant for a particular

vapor/coating interaction, then the calculated KSAW will be

altered proportionately. One or more of the above factors may be

responsible for differences in the precise values of log KSAW U
and log KGLC shown in Table VII. In this regard,,the standard

deviations reported with the log KSAW values in Tables I-V

represent the variatian of the measurement about some value which

may or may not be the same as the fluoropolyol/qas partition

coefficient at infinite dilution.

The influence of temperature on partition coefficients

deserves some attention. It i well known from GLC that

Increasing temperature causes smaller retention volumes and lower

partition coefficients. Consequently a SAW sensor will become

less sensitive as temperature increases. The extent of this

effect for fluoropolyol is now experimentally defined by the

results in Table VI and equation (14). Precise thermostatting of

a SAW device to fractions of a degree is clearly not critical,

but changes of five to ten degrees will influence sensor response

and reproducibility, especially for strongly sorbed vapors.

In practice, an unthermostatted sensor may change

tprmperature because of changing ambient conditions, or because

*;le electronics package containing the sensor generates heat. In

orr experience, the system containing the 158 MHz SAW sensors

•t up to the 35 to 40" range, while temperatures as high as

, )p-n mea.ired in the 112 MHz SAW nensors systems we have
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'used. The worst case effect of these temperatures can be

illustrated for DMMP, with log KGLC = 7.5 at 298"K. From

equation (14) it is estimated that log K at 40"C will be 6.7, and

at 55'C only 5.9. These higher temperature estimates are closer

to the results observed experimentally for the SAW sensors. The:effect is much less severe for vapors with lower K values. Thus,

a log K of 3.0 at 2980C becomes 2.8 at 40"C and 2.6 at 55*C. The

Influence, of temperature on K values and the higher operating

temperatures of our sensors may explain the discrepancy observed

between log KGLC and log KSAW for strongly sorbed vapors (DMMP

and dimethylacetamide), while less strongly sorbed vapors are in

better agreement. In addition, temperature effects may also

contribute to the higher K values observed for the 158 MHz sensor

compared to the 112 MHz sensors.

The overall correlation between iGLC and KSAW values clearly

shows that partition coefficients are a useful concept for

thinking about SAW sensor behavior (see also references 3 and 7).

Indeed, the calculation of KSAW values by equation (10) provides

a standardized method of normalizinq empirical SAW data which

also provides information about the magnitude of the

vapor/coating interaction. We have previously normalized our

data by dividing the sensor response by the ppm of vapor in the

gas phase and the KHz of coating. 3 Normalization to yield a

partition coefficient, KSAW, is very similar, and requires only

that the vapor concentration be expressed in g liter- 1 , and that

the density of the stationary phase coating be factored out,

7 !7



* according to equation (10). Expressing vapor concentration in

• the..international. convention of mqg m3 .instead of g liter-1

requires only a simple conversion factor of 106.

The correlation between KGLC and KSAW is important because

it demonstrates experimentaily that relative retention times'for

various vapors on a GLC column with'a given stationary phase

should be a reliable indicator of the relative sensitivity of a

similarly coated SAW sensor to these vapors. This requires, of I .

course, that the GLC measurement and SAW device operation be at

the same temperature. On a more quantitative level, if absolute

KGLC values are determined, then estimates for actual SAW sensor

frequency shifts can be made using equation (10). Finally, a

clear relationship between SAW sensor responses and KGLC values'

means that methods developed to predict KGLC values will also be

useful in ,predicting SAW sensor responses.

The correlation between the KGLC and KSAW values also I
provides important confirmation of the general operating

principles of coated SAW chemical sensors. The functioning of

the device primarily as a mass sensor is confirmed because mass

sensitivity was a fundamental assumptIon of the equation used to

calculate the KSAW values. In addition, the concept of reversible

partitioning of the vapor between the gas phase and the

stationary phase is clearly demonstrated. Since partitioning

represents the dissolution of a solute vapor Into a solvent

stationary phase, the solubility model for SAW coating/vapor

34
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interactions is confirmed, and solubility Interactions are

indicated as important factors in determining sensor

responses"3

A simple examination of the order of the partition co-

effiCients determined in this study further illustrates the

importance of solubility properties (Table VII). The lowest K

values are those of isooctane, a solute which is not dipolar or

polarizable, and which cannot accept or donate hydrogen bonds.

Solutes which are more polarizable, such as dichloroethane,

toluene, and diethyl sulfide have greater K values than

isooctane. However, these solutes are still incapable of

hydrogen bonding. The top of the list contains exclusively those

solutes which can accept and/or donate hydrogen bonds.

A further influence on the order of vapor sorption is the'

saturation vapor pressure of the solute, P,. Values of KGLC

are proportional to solute adjusted retention times. All other

things being equal, solutes of low PC values will be eluted

after more volatile solutes, and hence in general will have

larger KGLC values and will give rise to larger Afv values

in equation (10). Experimentally, this result is seen in the

high frequency shifts and K values seen for DMMP. This solute

,-has a vapor pressure of less than 1 Torr at room temperature.

Solubility interactions can be placed on a more

quantitative scale by the use of solvatochromic parameters, which

describe the dipolar and hydrogen bonding properties of the

Solute vapors. 1 4 1 5 . Such parameters are available for a wide

range of vapors, but similar parameters are not yet available
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for very any coating materials. The challenges, therefore, are

to charac erize the solubility properties of polymeric stationary

phases, a d ultimately to be able to predict partition

coefficients for any vapor with any characterized phase.

Methodolo ies to accomplish this are being developed using

equations of the general form.shown in equation (15).16

log K = constant + S%* + a a + b 8 + 1 log L1 6  (15)

In this equation, the parameters w*, a, 0, and log L1 6

characterize the solute vapor. The first three measure the

dipolarit., hydrogen bond donor acidity, and hydrogen bond

acceptor asicity, respectively. L16 is the Ostwald solubility

coefficient (partition coefficient) of the solute vapor on

hexadecanl at 256C. The coefficients s, a, b, and 1 are

determine by multiple regression analysis and characterize the

stationary phase. For example, b, as the coefficient for solute I

hydrogen bond acceptor basicity, provides a measure of the

stationarv phase hydrogen bond donor acidity. For any particular

stationar phase/vapor interaction, evaluation of the individual I
terms (su•h as be) and comparison of their magnitudes allows the

relative 'trengths of various solubility interactions to be

sorted ou and examined.

The omplex structuire of fluoropolyol provides an

interesti g test case for these methods. This polymer contains a

variety o• functionalities which provide polarizability,

dipolarity, hydrogen bond acceptor sites, and hydrogen bond
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donor sites. B-ut the structure alone does not allow prec t se

predictions of which interactions will be most important in

determining the sorption of a particular vapor. Full

characterization of fluoropolyol by GLC measurements and

equations of the form in (15) is in progress, and we hope to

report on this work soon. In addition, various other polymeric

I" stationary phases which have been useful as SAW sensor coatings

iare being examined. Once the coefficients for a qiven phase have

been determined, then it will be possible to evaluate solublity

Iinteractions and to predict K values for all vapors for which the

relevant solute parameters are known. Then, via equation (10),

Sit will be possible to predict the responses of a SAW vapor

'1sensor to the same set of vapors.

Finally, it is anticipated that specific vapor/coating

interactions may be encountered where mass effects alone do not

adequately account for SAW sensor response. In such cases,

mechanical effects (e.g. stiffeninq or softening of the surface

coating by penetrant vapor) will be implicated, and the

relationship between the actual coating/gas partition coefficient

and SAW frequency shift will not be so simple as that expressed

in equation (10). However, equation (10) will allow the

frequency shift due to mass effects alone to be estimated if the

partition coefficient has been measured by GLC or if it can be

predicted from solubility parameters. It will then be possible

to estimate the mechanical effect from the difference between the

observed frequency shift and the frequency shift due to mass

effects calculated from equation (10). Therefore, equation (10)
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will be useful for predicting SAW sensor responses when mass

effects predominate, and in sorting out mass and mechanical

effects.when mass changes alane do not account for observed 3
behavior.

CONCLUSIONS I

An equation has been derived which relates SAW vapor sensor

frequency shifts directly to partition coefficients. This

equation has been. validated by a comparison and correlation of

partition coefficients determined independently by SAW vapor I
sensor responses and GLC measurements. This correlation also

confirms mass sensitivity as the principle mechanism of vapor

sensitivity for fluoropolyol-coated vapor sensors, and reversible 3
sorption as the mechanism of vapor/coating interaction.

Solubility properties such as dipolarity and hydrogen bonding are

indicated as important factors in determining the extent of vapor :
sorption. The saturation vapor pressure of the solute vapor also

influences sorption. The direct relationship between SAW sensor

response and partition coefficients provides an avenue for

predicting SAW sensor response from measured GLC partition

coefficients. Partition coefficients predicted from'solute vapor

solvatochromic parameters and correlation equations charac-

terizing the solvent stationary phase are also expected to be U
useful for predicting SAW sensor responses...
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APPENDIX

Relationships to Henry's Law Constants and Activity Coefficients

The Henry's Law constant, KH, is defined as the ratio of the

partial pressure of the solute vapor in the gas phase, Pv, to the

mole fraction of the solute vapor in the liquid phase (equation

16).

KH Pv (16)

This law epplies to the limitinq case of dilute solutions, where

Xs approaches zero. Activity coefficients, y, are defined

Pc• is the saturation vapor pressure of the vapor at the ••ilii.•.

experimental tempe:ature.

. Both eH and y can be related to the partition coefficient,

K, if additional assumptions are made. SAW frequency shifts canD!i•i :

then xe calculated as well. If the vapor is assumed to behave

ideally in the qas phase, then Pv (in atm.) is siipyrelated to {

Ceu (in q liter 1 ) by equation (19).

Pv (19)

* v

w

. ý is the saturation .. ...... pressure ... . . t e . . at t

exeimna Iepzau



Mv is the molecular weight of vapor. The ratio of the moles of

solute vapor in the stationary Dhase to the moles of solvent

molecules in the stationary .phase can be determined from Cs using

the density of the stationary phase and its molecular weight, p

and Ms, respectively. For the case of ver.y dilute solutions. the

mole fraction of the vapor in the stationary phase, xs, will be

nearly equivalent to their mole ratio, i.e. the moles of solute

vapor is much less than the moles of solvent. The mole fraction

can be expressed as in equation (20).

CS Ms (.00 kq g-1 ) J20Xs = ,MV P

Finally, division of equation (19) by equation (20) gives the

Henr.y's law constant as defined in equation (16). Substitution

of the definition of K (equation 3) and rearranging then relates

KH to K in equation (21).

KR T p (i"

KH Ms (.001 kg/g)

Similarly, K and y are related by equation (22)

K 1 P s T (22)

K Pý Ms (.001 kq/g) (22)

Equations (21) and (22) can easily be substituted into

equdtion (9) so that SAW sensor frequency shifts can be

calculated if KHe r 7 is known for the interaction between the
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I
vapor and the stationary phase coating at a relevant temperature

land. vapor concertration. , 1• using equation (19) as well as

equations (9) anc. (22), Afv is related to y by equation (23).

Afv Af s1 (23) U

Equation (23) differs from equation (10) In several ways.

The density term and the asstimptions associated with it in

equation (10) have been cancelled out of equaticn (23). The most

convenient' units for Afs in equation (23) are Hz and the equation

is expressed In this form. The vapor concentration in the vapor

phase is expressed in partial pressure. However, equation (23) ci

is rigorously correct only for liquid stationary phases whose

molecular weight is known. It' is awkward for polymeric

stationary phases. Moreover, activity coefficients refer

primarily to the Intaraction between tae liquid vapor and the

liquid stationary rihase, while we are t . interested in the

equilibrium between the gaseous vapor at:(. the liquid stationary

phase.

The terms in cgiation (23) show that 0AW frecjuency shifts

(-v) will Inc, ase with decreainq saturation va;ror pre:ý;-;uce

(P.-) of the solute vapor. Thls result is conlI-tent with the

knwn i ncreoses In GLC retention times and partition Ceý,fflclont.;

with Pc. Equation (23) alao -iueqests that the molecular

weig•ht of trie stationary phase ýM.) will influfence Atv.

However, chanqes in M, are cancelled out by corresrondinq J

7,f

'1



changes In 7 because 7 depends on molar volume. Thus, GLC

".experiments have demonstrated that retention volumes (and

therefore partition coefficients) show little change with

variations in stationary phase molecular weight.
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USAF/NRL SURFACE ACOUSTIC WAVE VAPOR SENSOR PROGRAM

BACKGROUND

The detection and identification of hazardous chemicals is an important
problem. Numerous technologies presently exist for monitoring chemical
threats but few are capable of meeting the extremely difficult
performance requirements of the Department of Defense. These
requirements include small size, ruggedness, automatic operation,
sensitivity, selectivity, long shelf life, and minimal maintenance.

Recent advances in microelectronic technology have spawned a new
generation of sensor devices all based on planar microfabrication
techniques. These sensors are small 'chip" size devices which have many
of the characteristic features (e.g. manufactuarable, solid state,
electronic output) that have been used to great advantage by the
microelectronics community. Chemical microsensors have emerged which
offer great potential for monitoring hazardous materials. Among these are
CHEMFETs, Microdielectrometers, MIS diodes, Chemiresistors, and Surface
Acoustic Wave (SAW) devices. All of these devices require a chemically
selective coating to permit the detection of the chemical agent of
interest. At the beginning of this USAF/APID sponsored R&D program, the
only chemical microsensor technology which was known to possess (at
least theoretically) the required sensitivity for detect~rig war gases at or
near miosis levels was the SAW device. Furthermore, several years cf
work had been spent (with U.S. Army CRDC support) developing coatings
for this device which offered selectivity to organophosphorus compounds
typically encountered in nerve gas formulations. As a result, the SAW
device was selected as the most promising candidate microsensor for
development into a DOD suitable chemical agent monitor.

The emphasis of the USAF/AMD program at NRL has been on the
engineering of very high frequency (i.e. 300 MHz) SAW sensor devices and
hybrid microelectronic support electronics. It was felt that the
development of such a system would accomplish several objectives in a
fashion which was complementary to other SAW-research programs being
Manuscript approved July 17. 1996
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conducted by NRL with U.S. Army funding. First, the system would allow .

the lead time for engineering of a complete prototype instrument to be
shortened since the engineering development work on the USAF SAW sensor '4
subsystem could be conducted in parrallel with more fundamental U.S.

Army coating development work. In this way, advanced sensor devices
would be available at or near the.same time. that optimized selective
coatings were available. Second, fabrication of a breadboard 300 MHz
sensor device would allow potential problems to be identified early in the F
program. This approach would allow a proof of concept demonstration prior
to initiation of a major development program.

The principle by which a SAW vapor sensor operates Is conceptually quite
simple. The surface acoustic Rayleigh wave is generated on a very small
polished slab of a piezolelectric material (e.g. quartz) with an interdigital
electrode array which is lithographically patterned on the surface at each
end of the device. When the electrode is excited with a radio frequency
vo!tage, a Rayleigh wave is generated which travels across the device
surface until it is "received" by the electrode at the other end. The
Rayleigh wave has most of its energy constrained to the surface of the
device and thus interacts very strongly with any material which is in
contact with the surface (e.g. a chemically absorbent coating). Changes in
mass or mechanical modulus of the coating produce corresponding changes
in the Rayleigh wave velocity. The most common configuration for a SAW
vapor sensor is that of a delay line oscillator in which the RF voltage
output of one electrode is amplified and fed into the other electrode. In
this way the device resonates at a frequency determined by the Rayleigh
wave velocity and the electrode spacing. If the mass of the chemically
selective coating is altered, then this changes the wave velocity which is
measured as a shift in resonant frequencyof the device.

The SAW vapor seneor is clearly quite similar to bulk wave piezoelectric a
quartz crystal sensor such as that originally described by King (1 ) and
subsequently investigated extensively by Guilbault et.al. (2). Both devices

--respond to mass changes of coating deposited on the device surface.
However, SAW devices possess several distinct advantages including
substantially higher sensitivity (owing to the much greater device
operating frequencies which are possible with SAW), smaller size,
greater ease of coating, and improved ruggedness. Direct comparisons of
SAW and bulk wave quartz crystal vapor sensors have been conducted by
Vetelino et. al. who observed significantly larger signals using SAW-
devices (3). Other workers have reported on the mechanism of FAW vapor
.sensor response and model coating studies (4,5).
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THEORETICAL SCALING LAWS FOR SAW VAPOR SENSORS

The signal provided by a SAW oscillator vapor sensor can be described
by the following theoretical equation (4):

S-p k,.f h

where M&f is the SAW oscillator frequency change produced by the vapor
absorbed into the coating, k I and k2 are material constants for the

piezoelectric substrate, fo is the unperturbed resonant frequency of the

SAW oscillator, h is the coating thickness, p' is the coating density, .p is
the shear modulus and X is the Lame' constant of the coating, and Vr is

the Rayleigh wave velocity in the piezoelectric substrate (3159 m/sec for
Y-X Quartz). This relationship assumes that the SAW device coating is
isotropic and non-piezoelectric. Furthermore, the relationship is valid
only for very thin films (e.g. less than 0.2% of the acoustic wavelength
thick). For thicker films, equation I can only provide estimates of the
signal magnitude. When organic coatings are employed, it is often found

that the second term of equation I is negligible because the shear elastic
modulus of the coating ()') is small compared to the square of the

Rayleigh wave velocity (Vr). Under these conditions, equation 1 reduces

to:

f ki+ (2I)(k '2' :, no ' 2

For Y-X Quartz SAW devices, k1 = -9.33 x i 0-8 m2 -sec/kg and k2 = -4. 16

x 10-8 m2 -sec/kg. The product of the coating thickness (h) and its density
* (p') is the mass per unit area on the device surface. Equation 2 predicts
that the signal obtained from a given mass loading (h p' product) will
increase with the square of the operating frequency of the SAW oscillator.

Furthermore, operating frequency determines the si7e of the device since

it imposes size requirements on the interdigital electrodes used to

generate thc Rayleigh surface wave. As the operating frequency increases,
the device area (and cost) decreases. Higher operating frequencies permit
thinner coatings to be employed with 3 corresponding improvement in
response time since vapor diffusion into the coating will be quicker.
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Higher operating frequencies also result In greater baseline noise which
hinders detection at the lowest concentrations. All of these
considerations result in a set of scaling laws (detailed in reference 6)
which can offer guidance in predicting the ultimate performance
capabilities of SAW vapor sensor technology. The key assumption in these
predictions 'is that the sensitivity increases with the square of the
frequency. Preliminary studies indicated that this theoretical model was
valid (4). Nevertheless, additional studies were performed to provide
additional substantiating evidence of the moders accuracy.
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Experimental Investigation of Scaling Behavior

In order to verify the preceeding theoretical model a series of
experiments were conducted on devices operating at frequencies of 31, 52,

Sand 112 MHz. In these experiments, the frequency shift produced by
different mass loadings applied to the SAW oscillator was measured. A
highly reproducible mass loading on each device was obtained from
coatings of vaf ious thicknesses deposited by the Langmuir- Blodgett (L-B)
technique. Devices designed for 500 MHz operation were not included in
the study because the device package made it impossible to coat these
devices using the Langmuir-Blodgett technique. Coatings were applied to
the devices and then connected to the RF electronics in order to measure
the resonant frequency of the coated device. Then, with the device still
connected to the electronics, the coating was remcved using a 0-tip
soaked with solvent for the coating. When the device was clean and dry,
the resonant frequency was again measured. The difference between the
clean and coated resonant frequencies was recorded as the frequency shift
produced by the coating. It was expected that the same number of layers
of coating would produce correspondingly greater frequency shifts as the
device frequency was increased from 3'1 to 52 and then 112 MHz. The
results of this investigation are presented in figure 1. The strong
dependence of sensitivity (defined as the slope of the frequency shift vs
number of layers) is clearly evident. The theoretical model would predict
that these slopes should increase in the ratio of I 2.8 : 12.8 as the
measurement frequency is increased from 3 1 to 52 to 112 MHz. The
experimentally measured slope increase in the ratio of 1 -5: 19 which
suggests that the sensitivity increases even more with frequency than one
would anticipated from the theory.

In addition to improved sensitivity, higher operating frequencies also
afford faster response times since thinner coatings are employed. A 31
rHz and 112 MHz SAW device were coated with the same material r

(Poly(ethylene maleat ,)) to a thickness which provided similar
sensitivities to DMMP vapor. When exposed to 2 ppm of DMMP, the 31 MHz
device required more than I000 seconds to reach equilibrium. The 112
MHz device required less than 100 seconds. Preliminary results with a
300 MHz SAW device, having a different coating than that used in the 31
and 1 12 MHz studies, have revealed response times of less than 10
seconds. In fact, reponse times this small are probably determined by the
speed with which the challenge gas mixture can be made rather th3n by the

5
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Fig. 1I Experimental frequency shifts obtained from various mass loadings

measured with 31,,52, and 112 Ml-z SAW oscillators
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response time of the sensor itself. If the response time is limited solely
by the rate of diffusion into the coating, then one expects to observe an
inverse fourth power dependence-of reponse time on operating frequency.
This is due to the fact that the time for diffusion to occur is related to
the inverse square of the coating thickness and the coating thickness
required to provide a given vapor sensitivity is related to the inverse
square of the operating frequency. In practice this inverse fourth power
dependence is not observed, probably because other factors besides simple
diffusion into a coating are involved. Nevertheless, substantial
improvements in response times are observed as the operating frequency
is increased.

t
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300 MHz SAW Vapor Sensor System Descript ion U

The objective of this work was to design the highest frequency SAW
vapor sensor ever studied. A frequency of 300 MHz was selected as a
suitable target frequency since it was possible to fabricate SAW devices m
at this frequency using optical lithographic tools. Devices at significantly i
"higher frequencies (e.g. 600 MHZ and above) usually require more exotic
fabrication technologies such as X-ray or E-beam lithography. Theory
indicated that a 300 MHz device would offer substantial improvements in
sensitivity, size, and response time over previous SAW vapor sensor
devices.

A dual SAW delay line oscillator configuration was chosen for the vapor f
sensor. In this design, two SAW delay lines are fabricated on the same -

substrate. One delay line is coated with the chemically selective film and
the other is left uncoated. The frequencies of the two delay line
oscillators are mixed to provide a frequency equal to the difference of the -
two oscillator frequencies. In this Way, frequency drifts caused by
ambient temperature, and pressure fluctuations experienced by the SAW -

device are compensated. Furthermore, the difference frequency is much
lower (e.g. several hundred KHz) than the frequency of the oscillators
themselves (i.e. 300 MHz). This makes it much easier to measure the SAW
vapor response using inexpensive, digital counter circuitry. The actual
design of the 300 MHz dual SAW vapor sensor device is illustrated in -

figure 2. The "chip" is fabricated on 5T-Quartz using gold metallization on
top of a thin adhesion layer of titanium. The electrode configuration was 3
selected to provide high resonant 0 and minimal insertion loss from the
coating. Overall size of the chip is 240 X 130 mils (6 X 3.3 mm). The
active area of each SAW delay line is approximately 2 square millimeters.
The SAW device is mounted in a conventional microelectronic 8 pin gold
flat package Whose internal volume is less than 60 microliters. The
device is held in the package using epoxy and electrical connections are
wire bonded from the device to the package connecting leads. The SAW

.-delay line was fabricated to NRL specifications by SAWTEK, Inc. Orlando,
Florida (P/N 851210). The conventional gold lid of the device package was
replaced with a piece of Lucite fitted with two, 1/16 inch stainless steel
vapor inlet and outlet tubes. This lid was held onto the top of the device
using a small C-clamp.

The high frequency of this sensor required a new approach toward the
fabrication of not only the SAW device but also the supporting electronics.
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Fig. 2 -NRL 300Mt'z dual SAW device
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In order to improve stability and reliability and to reduce the size of the
supporting electronics, hybridfabrication technology was employed. The
two RF amplifiers required to power the dual SAW delay line oscillators 1
were contained in a 24 pin dual inline package. Each RF amplifier was a
.;imple single transistor, tuned circuit design. Chip resistors, capacitors
and transistors were used along with novel chip inductors microfabricated
on glass. The final design consumed less than 500 mW of power and
provided more than 20 db of gain at 300 MiHz. The RF module can be I
reconfigured (i.e. tuned) to operate at other frequencies besides 300 MHz.
The Dual 300 MHz SAW RF Module was fabricated to NRL specifications by
SAWTEK, Inc. Orlando, Florida (P/N 852008).

The dual SAW device and RF module were connected together on a small I
printed circuit board to form a complete vapor sensor subsystem as shown
in figure 3. Electrical power and output signal connections are made to
this P.C. board. In-addition, the mixer used in this device is mounted on the I

board external to the RF module. The mixer is a passive device
(MIini-Circuits Lab, double balanced mixer, TFM-2) which could be a
incorporated into the RF module in future designs. The total volume
occupied by the sensor system was less than I cubic inch.

The electrical performance of the complete dual SAW vapor sensor

module proved to be quite acceptable. Power corsumption (less than 1/2
Watt) was substantially below the I Watt design goal. The actual,
uncoated, resonant frequency of the device was 290 MHz. A frequency

stability of I part in 107 measured over a 1 second interval was desired.
The actual system (uncoated) was stable to better than 9 parts in 108.
This translates into a baseline noise level of less than 30 Hertz.
Significant improvements in the stability of the oscillator may be
possible through redesign of the SAW device. The present desiqn utilized a
common ground bus for the two delay lines. This common ground was
found to cause some cross talk between the two oscillators thereby
degrading the frequency stability

The stability of the System to oressure fluctuations appeared to be
good. increasing the pressure on the device by about 0. 1 atmospheres
produced frequency variations of less than 4 KHz. Temperature stability
of the system under normal room temperature fluctuations was very good.
However, when a more aggressive temperature test was made (i.e. a 600
degree heat gun placed 3 reet away which made the system too hot to
touch), large frequency changes (e , 100 KHz) were observed. While it was
rot Possibie in a quick test to determire unambkluously the source of the

IT&""TT- 
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drift, it appeared that the RF module was the most A1kely culprit. Small
phase shifts caused by changes in temperature of capacitors or inductors

could easily explain the observed temperature sensitivity.. More attention
to this problem will be required in future designs which must operate over
the full MIL-SPEC temperature range.

DUAL SAW DEVICE
PRINTED CIRCUIT (ONE SIDE COATED)

BOARD)-

"I,

_vRo_ HI
HYBRID
TUN4EDC

,AMPS •,I V,2.
2 112 in.

,I I

2 in,

•! B•ALANCED -' --

MIXER 1

777.3_"'T'

7! /

?1 Ir {N)' V )}Wr

FR[U (.'> I? V)
(1) OOmV)

Fig,. 3 -- NR[. 30() MI~z duil SAW v,,;pnr ',ensor system
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SAW Coatinrg Procedure

Results of SAW vapor sensor'tests conducted at 31 and- 112 MHz
revealed that one of the best coatings for detecting G-agent simulants.
(such as DMIIP) was a fluoroepoxy pre-polymer provided by Dr. Jim Griffith
of NRL's polymer materials branch.' This compound, dubbed "fluoro polyolr
has been demonstrated to detect GB and GD and was used to evaluated the
response of the 300 MHz SAW, vapor sensor. It is an oligomeric material
which is soluble in a number of organic solvents including chloroform. The
structure of the material is shown below.-

3 CF 3  Cr3

CH CHCH- C -O-CH CH CHH-O-C-CH, CH=CH-C-0+--

C F3 K-. CF3  CF3  C

NRL's "Fluoro polyo,'

The technique selected to deposit this material onto the SAW device
was air brushing. Other techniques such as Langmuir-Blodgett dipping or
spin casting could not be employed because the devices were packaged and
wire bonded. This would make application of a uniform coating impossible.
The only other method available was solvent evaporation in which a small
drop of a dilute solution or coating in a volatile solvent is deposited onto
the device surface and allowed to dry. This technique requires great care
since the active area to be coated was only about 2 square millimeters in
size.

Coating application was accomplished by spraying through a small mask
positioned over the active area of the delay line to be coated. A dilute
solution of approximately 0.1% by weight offluoro polyol in chloroform U
was used. Compressed air was used as the propellant. The spray was
adjusted to provide a barely visible deposit on a clean glass plate when
sprayed from a distance of 3 inches 'for 15 seconds. This spray was then
used to coat the device from a distance of 6 inches while the difference
frequency was monitored with an r'sciloscope and frequency counter. .i
Mulyiple short bursts of the spray onto the device surface resulted in a
coating which produced a tc'al frequency shift of 260 KHz. The device was
allowed to sit in clean, ,•ry air for about 12 hours prior to testing.

j
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ExDerimental Investigation of Vapor Response

Exposure of the fluoro polyol coated SAW device to simulant and
interferent vapor challenges was performed using a fully automatic vapor
generating system designed and built at NRL. The system is capable of
generating low concentrations of vapor (e.g. 0. 1 - 10 ppm simulants) using
thermostatted, gravimetrically calibrated, permeation tubes. Higher vapor
concentrations (e.g. 100 - 10,000 ppm interferences) can be generated
using gravimetrically calibrated bubblers. Vapor streams from both the
bubblers and permeation tubes can be diluted using precise, computer
operated, mass flow controllers. Dry air is used as a carrier gas and the
outlet of the system is at ambient pressure. All tubing in the system is
stainless steel to minimize corrosion and wall adsorbtion. The flow rate
of vapor presented to the sensor is computer controlled and programmable.
Vapor generation and acquisition of sensor response data is performed
with an APPLE lie computer. The SAW sensor signal from the RF module is
fed into a Systron-Donner frequency counter which communicates to the
computer via an IEEE 486 interface bus.

Four low concentration vapors (ammonia, methane sulfonyl fluoride,
dimethyl acetamide, and dimethyl methyl phosphonate; generated using
permeation tubes) and eight high concentration vapors (dichloro ethane,
water, toluene, isooctane, diethyl sulfide, tributyl phosphate, 2-butanone,
and I -butanol; generated using bubblers) were used to test the SAW
sensor. The sensor was exposed repeatedly to clean air carrier and then to
air contaminated with a pa-ticular vapor. The difference between the SAW
frequencies measured during clean air and contaminated air exposure was
used to determine the magnitude of sensor response. Data were obtained
at foir different concentrations for each of the vapors investigated.

A summary of the vapor exposure data is illustrated graphically in
ftr2res 4 and 5 The responses are evressed in Hertz ver part per million
of vamor concentration. The results show a very hiqh dlegree of seiectivity
for the simulants (i e DOMMlP, DtIAC, and MSF) as oecezed to the
interferents. The largest ;nterfererit (besides amrmonia) is tributyl
pho•3phate which is the interfere;rt most closely related [o DMMP.
However, the fluoropolyol is still more than 150 times more sensitive to
W4MP than to trlbutyl Ohosphate The selectivity against water vapor is
rIlly excellent with tr~e fluoro polyol resoondinq more h.Jln 20,000 times
more strongly to OtMP than to water.
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Figure 6 shews a typical response curve obtained from an exposure to
0.5 ppm (about 2 mg/m 3 ) of DrNrP. The results are very good. Response
time is less than 10 seconds and is probably limited by the ability of the
vapor generatcr to switch vapor streams and establish equilibrium. At
this concentration, the sensor is providing a signal of more than 5 KHz
with a baseline noise level of less than 30 Hz. This is a signal to noise
ratio of more than 150 to 1. A conservative estimate of the detection
limit based on these results is 0.04 mg/m 3 assuming a detection threshold
signal to noise ratio of 3 to 1. These results represent the first attempt
at vapor detection using the 300 MHz SAW sensor. Further improvements
to the system which reduce the noise or increase the signal will yield still
lower detection limits.

A calibration curve for DMMP is shown in figure 7. Calibration curves
for other vapors tested and raw data from the vapor exposure experiments
is contained in the Appendix.
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CONCLUSION -

The experiments described here have demonstrated the validity of a
theoretical response model developed at NRL which predicts a SAW device
sensitivity.which increases with the square of the frequency.

A 290 MHz dual SAW delay line oscillator and a hybrid RF electronics
module has been'designed, fabricated, and tested. The electrical
performance of the device met or exceeded the design targets. Further
attention should b" paid to the areas of baseline noise reduction, ,i
temperature drift compensation of the RF electronics, and improved
packaging of the SAW device.

An oligomeric fluorinated pre-polymer material developed at NRL,
"fluoro polyol" was selected as the coating to be used in evaluating the
SAW vapor-sensor response, This compound has been shown to detect GB
and GD with slightly less sensitivity than that measured with DI¶IP. The
material is soluble in chloroform and was applied to the active area of the
SAW device using a spraying technique.

The vapor responses measured during the preliminary study were very
good. Response times were usually less than 10 seconds and it is believed
that this time is determined not by the SAW sensor, but by the vapor
generation apparatus. The magnitude of the baseline noise fell within the
predicted limits as did the magnitude of the vapor responses. Strongest
responses were obtained when the sensor 'was exposed to DOMlP. A
detection limit of less than 0.04 mg/m 3 is estimated for the present
device. Very modest improvements in coating technology (i.e. materials
and methods of app!ication) along with modest reductions in baseline
noise should permit the selective detection of organophosphorus
compounds at concentrations below 0.01 mg/rn3
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T1lE DYNAMIC BE4AV1OH OF WATER ON ACTLVAThD CARBON

D.K. Friday'. J.J. Mahle2. G.O. Wood 3

ABSTRACT

Water is present, usually in relatively large concentrations, in almost
all military air purification systems. This work develops an approach to
predict the dynamic behavior of water on an activated carbon adsorbent.
Although water is the only adsorbate considered, the approach may easily be
extended to treat filtration systems with multicomponent challenges.

Water isotherms were measured for BPL carbon at 25C ard 35C and a
correlation was developed using an expression introduced by Dubinin. The
isotherm correlation was incorporated into a non-isothermal mathematical
model used to predict the uptake rate and breakthrough behavior of water.
Breakthrough experiments were performed using the following initial bed and
feed conditions: (1) 50% RH feed to a dry bed, (2) 80% RH feed to a bed
equilibrated at 50% RH, and (3) 80% RH feed to a dry bed. The model
predictions compare quite favorably to the experimentally measured values.

INTRODUCTION

It is important to understand the behavior of water for two reasons;
(1) it can adversely effect filter performance against challenges of light
gases (e.g-. cyanogen chloride) and (2) the transient behavior of water by
itself can result in adverse behavior. This work develops a mathematical
model to describe the dynamic behavior of water vapor challenging a bed of
activated carbon. Experiments are performed to measure the adsorption
equilibrium of water and the cesults are correlated using a function
suggested by Dubinin for water adsorbed onto activated carbon. Three
breakthrough experiments are

1. CEO-CENTERS, INC., 10903 Indian Head Hwy,
Ft. Washington, MD 20744

2. Air Purification Branch, Research Directorate, CRDEC

3. Los Alamos National Laboratoty. Ln5 Alamos, New Mexico
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performed which result in three different types of waves. The
characteristics of each wave type and their impact on filter perfori-,ce are
discussed.

MATHEMATICAL MODEL--- MATERIAL AND ENERGY BALANCES

The following mathematical development is found in several previous
works (1.2.3). A more detailed description of the assumptions and the
physical meaning and evaluation of the parameters can be found in these
references.

Dimensionless material and energy balances for a cylindrical fixed-bed
adsorber with an external mass transfer controlling resistance and no radial
gradients in temperature and concentration are:

Material Balance

3q + (v'C)Pb 7TT + • 0()

Energy Balance

3h S l(v*of hf)Pb T + =-U" AT (2)
b _5T + a.

Rate Expression

dq (k a).(c-c)

b(kV (3)

where the stationary-phase, and fluid-phase enthalpies, hs and hf,
respectively are defined in Reference 1. The two rate parameters, U' and
(kva)' are defined as

U =2UL (4) (k a)" = k a L

Equation 3 describes the rate at which material is transferred from the
passing vapor stream to 'the surface of the carbon. It assumes a linear
driving force (4) where c* is the vapor phase concentration at the surface of
the particle. The value of ks*a can be calculated a priori using a Sherwood
number correlation (5) to determine kv and an appropriate value for the
surface area 'per volume, a.

Equations 1, 2, and 3 can be reduced to a set of ordinary differential
equations using a stage model, approach (1,6,7). In this work, the resulting •1I
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EXPER IMENTS

Adsorption Equilibri, for Water on Acrivated Carbon

Figure I shows the results for water adsorption isotherms measured for
BPL 25 and 35C. It has been suggested by Dubinin (8) that a function of the
f orm,

RH ___ (6)

KI (K2 + q) (1-K3 q)

may be used to correlate adsorption data measured for wat. r on activated
carbons. The solid line appearing in Figure I is the best fit of the
parameters K1, K2, and K3 to the data using the a least squares criteria on
RH.

The procedure used to measure these data is give:, by Mahle et al. (9).
Also, as shown by the measurements of Mahle et al., the isotherms for water
on ASC carbon deviate only slightly from those presented here for water
adsorbed on BPL carbon. Therefore, the breakthrough results reported nere
for BPL carbon are very similar to behavior expected for ASC carbon. (This J
laboratory has conducted breakthro-gh experiments using ASC carbons and found
the results to be similar to BPL).

Nore the water isotherm has both unfavorable (concave up) and favorable
(concave down) regions. The experimental conditions wore chosen to
illustrate the significance of each of these regions. The next section will
discuss those results.

Breakthrough Experiments

Appiratus and Procedure -- The apparatus used for the breaktnrough
-xperý.ments is shown in Figure 2. Air, used as the carrier gas, passesthrough a molecular sieve dryer and a carbon filter to remove water and

organics. The main metering valve is used to regulate the flow, 5 lit/min
for experiments 1 and 2 and 10 lit/min for experiment 3. After th,- clhan air A.
passes through the flowmeter, a portion of the stream passes through a
saturated water bath. The desired relative humidity is achieved in the
following manner. The merering valve and the bypass valve are set such that
the ratio of their flows produces a relative hvmidity near the desired value.
The humidity analyzer and controller (EE&G 911 Digital Humidity Analyzer)
measures the relative humidity of the feed s.ream based on the temperature of
the feed stream. If the relative numidity is below the :etpoint, the water

'bath heater is activated. Since, it is a simpl, on-oft controller with no
cooling action, the initial setting of the bypass flow must produce Za lower

than desired RH. The humidified air flows t1-cc,,Ph the carton bed and the
effluent relative humidity is reasured by a second EE&C humidity analyzer.
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Breakthroigh .. •esult- The breakthrough concentration and temperature
we •e measured using the following feed and initial bed conditions:

I. - Uý RH ieed Lo a :icjn bud
2. 80% RH feed to a bed equilibtated at 502 RH
3. 80Z RH feed to a clean bed

These conditions were chosen to illustrate the three different wave
types that can be formed in an adsorption bed. Rhee et al. in their
equilibrium theory analysis (10), describe the three wave types as: (1)
gradual. (2) abrupt and (3) combined . The important features of each willS~be discussed as each experiment is analyzed.

Table I contains the constant parameters for each experiment. Table 2
* is a summary of the operating conditions for each experiment.

•, TABLE 1. SYSTEM CONSTANTS

Ob-480 kg/in3

cf 1.04 kJ,/kg K
jcs = 2.7 kJ/kg K

ca = .075 kJ/inol K
kv = Reference (5)

a - 3400 m-'
A d 0.001 m (particle diameter)

Up-003 kJ /m2K:s
Tref - 298

Ad = 40.68 kJ/tool
•:odb - 0.0415 m (bed diameter)
J!TABLE 2. BREAKTHROUGH EXPERIMENTS

Experiment Feed Initial Bed Condition v Tamb
RHZ T(K) RH(Z) , T(K) Carbon (m/sec) (K)

dry (g)

""-

150 298 0 297.5 23.96 .0616 297.5

2 80 297 50 297 23.96 .0616 297

3' 80 298 0 298 25.85 .123 298
[--........................................................................

Experiment 1. Figure 3 shows the breakthrough results for a challenge
of 50Z RH air to an initially dry bed. The effluent R11 and temperature aref J plotteo as a. function of time. The symbols represent the experimental values
and the solid lines are the predictions of Zhe mathematical model. The
conditions for this experiment were selected to show the effiuent
concentration .'esponse when the isotherm is unfavorable (see Figure I between

0 -nd 50% RH).
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The ef fluen't R11 versus time curve is typicai of a gradual wave. T1r
through cirvec i; concave downward to the time axis. After a short

perield of time, an appreciable percentage of the feed concentration is seen
in the effluent (about 20% RH).

The temperature response is also typical of a gradual wave. The
temperature quickly rises to a maximum temperature (in this case albout 305K)
and then falls back gradually to the feed temperature. Note the temperature
rise for this experiment was approximately 8K.

Experiment 2. Referrirg back to Figure 1, notice that the water
isotherm is favorable between 50% and 80% RH. This is the situatioa for most
adsorbates, in particular the standard nerve agents, thus one would expect
an S-shaped breakthrough curve. Figure 4 shows the results of an 80% RH feed
to a bed initially equilibrated at 50% RH. Although not very sharp, the
breakthrough behavior does follow an S-shaped pattern.

This type of wave is called an abrupt wave or a constant pattern wave.
This means that at a certain distance into the bed, the shape of the
concentration front does not change as the wave is transmitted down the bed.
The temperature profile is also interesting. Typically, when in adsorbate if
fed to a clean bed. a pure thermal wave (i.e., no associated concentration
wave) is produced. The thermal waves usually moves much faster through the
bed than the concentration front, therefore, adsorption takes place at the
higher plateau temperature. Figure 4 clearly depicts this phenomenon. The
thermal wave is through the bed in about ten minutes while the concentration
wave does not start to leave the bed until about three hours. Note also that
the change in temperature is only about 5K.

Experiment 3. Figure 5 shows the breakthrough data measured for 80% RH1 ,feed to a clean bed. The effluent RH as a function of time shows the
characteristics of a combined wave. This type of wave possess at least one
abrupt and one gradual section. For this experiment, the first section of
the wave is gradual and the last section is-abrupt. Notice that the
resulting breakthrough curves of both temperature and RH are essentially a
combination of the breakthrough's of experiment I and experiment 2. The only
difference is the higher flow rate (10 lit/min as opposed to 5 lit/min).

The temperature rise in this experiment was 15K. There are two points
important points to make. First, the temperature rise is relatively

j independent of the feed temperature and flow conditions. Therefore, the heat
-.generated from adsorbing water cannot be the cause of a filter fire.

Second, a soldier wearing a gas mask may experience some discomfort as the
temperature rises, which could be of concern especially in a stressiul

, situation.
In general, the model predictions and the experimental results are in

•i Iagreement. Notice that Experiment 3 seems to give the best agreement. Thi"
is due in large part to several improvements in the experimental procedure.
which include better temperature and RH control procedures.
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.CONCLUSIONS

t. The three types of waves that can be formed in and passed through
-:.'adsorption are demonstrated both mathematically and experimentally.'

2. The mathewatical model seems to fairly represent the breakthrough
behavior using correlated equilibrium data and a priori calculated rate
parameters.

3. The heat generated by the adsorption of water is not nearly high
enough to ignite a bed. However, the temperature rise could be significant
enough to be of concern to a soldier in a stressful situation.
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John J. Mahlel, David K. Friday2 , and Gerry 0. Wood3

ABSTRACT

• Vapor phase adsorption of water accompanies almost all military
applications of activated carbons. Capillary condensation is primarily

I responsible for the adsorption of water vapor on activated carbons.
Capillary condensation produces a hysteresis phenomena. The desorption side
of the hysteresis loop can be used to predict pore volume distribution from
the Kelvin equation. Studies of the water vapor equilibria on a variety of
activated carbons have been used to obtain an understanding of the capacity
and temperature dependence of the adsorption. Models to correlate water
vapor adsorption and multicomponent adsorption with water as a constituent
have been examined. The pore volume distributions as determined from water
adsorption were the same as those from nitrogen isotherms. It is proposed
that water vapor adsorption be determined in lieu of nitrogen adsorption,
because the former provides valuable phase equilibria data as well as a means
of characterizing the pore volume distribution on activated carbons.

INTRODUCTION

] Water adsorption on activated carbons is important because water vapor
is always present in the atmosphere and because the behavior of water
adsorption provides information about the structure of the carbon. Water
adsorption on several carbons is examined together with the implications of
water's unique behavior.

Adsorption equilibria can be characterized by isotherms which relAte the
can reveal much information about the mechanism of adsorption.

The equilibrium isotherm of water is characterized by hysteresis which
is an irreversibility between adsorption and desorption. The presence of
hysteresis in the water isotherm and the lack of hysteresis for organic vapor
isotherms indicates that a different mechanism is involved for water adsorp-
tion than for adsorption of organic vapors on activated carbons.

lAir Purification Branch, Research Directorate, CRDEC

I ] 2 GEO-CENTERS, INC., 10903 Indian Head Hwy, Ft. Washington, MD 20744

3 Los Alamos National Laboratory, Los Alamos, Few Mexico
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Organic vapors adsorb by wetting the surface- of the carbon and filling the I

pores at a reduced vapor pressure due to iaarable van der Waals inter-'

actiong.- In vater adsorption, the pores are filled sequentially according

to the capillary condensation mechanism as described by the Kerlvin equation:

r -- 2ocosO V
RT ln(p/p°)

r - Pore Radius (Angstroms)

0 - Surface Tension (dynes/cm)
V - Molar Volume (cc/mole)

O - Contact Angle
T - Temperature (K)

p/po - Relative Pressure
R - Gas Constant

The reason that adsorption differs from desorption is not full.y m
understood. Everett(1). describes the various theories of adsorption .

hysteresis. One of the most widely accepted theories is the so called "ink
bottle" theory which suggests that small porc radii constrict the path
between larger pores. Thus the larger pores cannot empty until the relative
pressure has reached that corresponding to the radius of the smallest pores,
which constrict that volume of adsorbate.

Several researchers (2-7) have studied water adsorption on activated
carbons. They suggested that the water isotherm which exhibits hysteresis
due to capillary condensation could be used to study the pore volume dis-
tribution of activated carbon. They shoved that the micropore size distri-
bution predicted using the Kelvin equation and the water isotherms gave the I,
samevalues as were-given by'the more widely accepted method of Barrett et
al. (8). The latter method correlated the pore distribution to the
desorption side of the nitrogen isotherm.

The most recent studies of water adsorption have centered on develop-
ing an isotherm correlation of'woter. Dubinin et al."(9) published an''
isotherm correlation.which is derived from a proposed. surface_ reaction
mechanism between the water:and surface oxide sites.. This is a three
parameter model that could correlate the shape of the isotherm, This
isotherm lacks an explicit temperature dependence and the physical signifi-
cance of, the parameters has not been verified. More recently Sircar (.10),
proposed a isotherm correlation which accounts for capillary condensation.
through the Kelvin equation and pore volume. distribution.parameters. This
correlation is conceptually simple but'difficu..t to evaluate analytically.
Neither of these correlations provides'-a complete description of water
adsorption equilibria on activated carbons because they ignore the presence
of hysteresis.

EXPERIMENTAL

The equilibrium loading of water on the activated carbon samples vas

measured as a function of the relative humidity and temperature. A
schenatic of the apparatus is presented in Figure 1. The adsorbed concen-
tration was recorded as the grams of adsorbed water ner gram of dry carbon,.
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li!1 te %d a ir was L..aid it i nd 1,, ,L dry ing it on a mO>eCuaz.a :;itv,
adsorbent and then passing it over a water bath. Low humidity air was

obtained using a bypass line. Higher humidities were obtained using the

feedback controller which activated a heating element in the water bath when
the sensor reading dropped below the setpoint.

The humudified air was drawn over the carbon samples using a vacuum
line. The consr int temperature chamber was used to equilibrate the feed air

and carbon.

Three carbon samples were studied. BPL an unimpregnated ictivated
carbon, ASC an activated carbon similar to BPL which was impregnated with

copper, silver, and chromium salts, and ASC-TEDA an ASC carbon which was

also treated with triethylene diamine. All three carbon were zanufactured by
Calgon Inc.

RESULTS AND DISCUSSION

The equilibrium isotherms of water vapor on BPL, ASC and ASC-TEDA are

shown in Figurts (2-4). Both adsorption and desorption data are presented
for each corbon at three temperatures 15, 25 and 350 C. The saturation
loading on each carbon sample shows some scatter due to condensatior it thej highest relative humidities.

The fluid phase concentration is plotted as percent relative humidity in
order to be able to compare tne adsorption At different temperatures. The

j hysteresis loop appears to close slightly as the temperature is increased for
all three carbons. If the heat of adsorption followed the same temperature
dependence as the heat of condensation the isotherms when plotted on an RH

scale would overlay each other at each temperature. Since this is not the
cise the model of water adsorption should incorporate an explicit temperature
dependence to account for this.

The hysteresis, which is characteristic of water adsorption on
activated carbons, is preseat in each sample at each temperature. The

desorption side of the hysteresis loop maintains a high loading down to 45%
RH where the loading drops off dramatically. The implication of this is that
once the carbon is saturated with water it would take prolonged exposure to
air with a relative humidity below 40% to desorb a substanttil amount of
water. The lower closure point cf the BPL carbon occurs ." approximateiy 20%
RH. The lower closure point of The hysteresis loop fcr the imoregnated
carbons, ASC and ASC-TEDA is never reacied. This is probably due to solution
effects of the ware: with the impregnants. The residual loading on t.hese
samples was eliminated by drying them overnight. This indicates that the
residual amount is desorbed but it requires a great deal of energy, such that
under ambient conditions once an initial adsorption of water has occurred
there will always be some water lo.,ý ed on the impregnated carbons. This
woild significant is any study of hydrolysis on these carbons.

The desorption side of the water isotherm can be used to predict the
pore volume distribution of the carbon samples. The method used here we the
same as Juhola et al. (2) as discussed earlier. Hero the adsorbate proper-
t ie are summarized in Table 1. The pore volutpe dintrtbution of BPL carbon
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was.also measured using the nitrogen isotherm Jesorption method of Barrett at
at. (8). This was performed on an automnated Digisorb 2600 manufactured by
Mlicromeritics Inc. (CI). The cumilative. pore size distributions from each
method- is shown in Figure 5. The agreement between these two distribution
indicates that the water Isotherm can be used to correlate pote volume I
distributions of carbons.

TABLE I I
Properties of Water for Kelvin Equation

Surface Tension 71.97 dynes/cm
Molar Volume 20.0 cc/mole
Contact Angle - cos 0 0.62 a

The methods just describeg for determining pore size distributions ar,
effective for pores upoto 200 A. According to these methods the pore in B L
are centered around 9 A in radius as shown in Figure 6. Results from
nitrogen desorption on impregnated carbons were "ot available. However, tihe
similarity between the water Isocherms of BPL. ASC and ASC-TEDA indicates
that the pore size distributions of the impregnated carbons do not differ I
much from that of the BPL in the micropore range. The difference in the
isotherms of BPL, ASC, and ASC-TEDA are most pronounced at the higher
relative humidities. Figures 2-4 indicate that the isotherms are essenti ily I
the same below about 70% RH. This indicates that the micropore size dist i-
bution would be the same for these carbons while the macropore volume is
,reduced by the presence of the impregnants.

A knowledge of the pore size distribution is important in order to
compare the relative performance of Various adsorbents. It can give an
indication of the ease with which an adsorbent can be impregnated. It ca
also be used to assess the potentiai mass transfer resistances of tn
adsorbent. A distribution of pores whose radii are very small may result in
an adsorbent which would selectively adsok; only very small colecules. T e
water isotherm thus provides a basis to evaluate _.iis very important infoP-
mation, the pore $ize distribution, for activated carbon adsorbents. The
technique requires very few calculations and very limited equipment. I

As stated earlier a comprehensive model has not been developed SihicI
correctly accounts for all the observed behavior in the isotherms of wate'r
adsorbed on activated carbon. Although the Dubinin-Serpinsky equation (6)
does correlate individual isotherms it does not account for hysteresis. In
addition the fact that the BPL isotherm returns to zero loading at low R4
indicates that a pioposed surface reaction is not a feasible explanation for
the observed adsorption behavior. The Sircar isotherm (10) incorpora t es a
dependence on the Kelvin equation which appears to be valid ior water
adsorption on carbon. Further work seems jusctifed in an attempt co incor- N
porate into. this model the effect of hysteresis. 3

The only available literature on multicomponent vapor adsorption with
water and organic constituents was by Okazaki et al. (12). They proposed r
model which accounwted for water adsorption through the Kelvin equation a"d
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the pore volume distribution. Their model requires solubility parameters for

the organic and the water. This type of approach seems weil grounded for a

further development of a multicomponent system of water and toxic vapors.

The presence of adsorbed wazer must influbnce the adsorption of toxic vapors

either through displacement, or solution, or reaction effects. Therefore a

single component water adsorption isotherm cn in activated carbon is the

basis for the study of the multicomponent case because it provides infor-
mation about the pore volume distribution and to the amount of water

Sadsorbed.

CONCLUSIONS

Water isotherms on activated carbons are characterized by hysteresis.

The presence of water hysteresis must be consiiered in the development of a

multicomponent adsorption theory for carbcn adsorbents. The hysteresis is
also significant in that it can provide information about the pore size
distribution of the carbon.
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"THE LEVAN EQUATION ISOTHERMS FOR CW-AGENT ADSORPTION
ON ACTIVATED CARBON

David K. Friday, GEO-CENTERS; and John B. Opfell 1 ,
Garrett AiResearch

i Abstract: The empirical equation proposed by Hacskaylo and LeVan2 for
adsorption isotherms has' several advantages for dynamic-mocel applications.
involving chemical warfare (CW) agents. It facilitates reliable extrapola-
tion of equilibrium adsorption data. to conditions outside the ranges of
partial pressures and temperatures explored., It passes through the point
where the adsorbate partial pressure and loading on the sorbent are both

zero. And it converges to Henry's Law as the adsorbate partial pressure
approaches zero and to the Antoine vapor-pressure equation at the loading
.corresponding to complete saturation of the sbrbent. Isosteric heat of

adsorption predicted by this equation has the same temperature dependence asý
the adsorbate's heat of vaporization. This equaticn contains six empiri-
cally determined coefficients, three of which are calculated from the.
adsorbate 's vapor pressure-temperature relationship. The values of these
coefficients have been calculated for the CW agents AC, CK, and CG.

INTRODUCTION

The adsorption phase equilibrium rielationships (isotierms) are required
to accurately predict the performance.of..a. carbon filter designed to:protect
"persoiniel from toxic-chemical'challenges. There is an'overall lack of
single-component CW-agent -isotherm data' that has been measured, and, studies
that have been conducted frequently use concentrations an order .of magnitude
greater than the projected challenge concentrations, which are at the, very
most 30 Mg/m 3 . Moren.fer, no reliable multicceponent phase equilibria have
been measured for any.CW agent and water system. Experimentally determined1 |isotherm data, both single- and multicomponent, for CW agents are required
in order to design reliable protection systems based on carbon adsorbents.
An appropriate tool to correctly interpolate and correlate these data is
also required.

The LeVan equation possesses several characteristics that-make it
an appropriate tool:

(1) It reduces'to Henry's Law at low o1adings. This feature
makes the correlation much more reliable for interpolating betwaen reasured

4 isotherm data points involving concentrations of CW agent in air. Concmn-
trations military protective systems are exrxctd to encounter are generally
"below tho e-for which adsorbate loading on t, aerbent can be relirbly"
measured.
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(2) It performs well in interpolating data for CW agents
presenting the greatast challenge to carbon-bazed protective systems.

* (3) It predicts within an order of magnitude the adsorption
* behavior of vapors of closely homologous substances pruvided the Antoine

equation parameters for both substances are available.
e o The Dubinin-Radushkevich (D-R) and the Dubinin-Astakhov (D-A)
equations'(given below) are commonly used to correlate and interpolate
isotherm data.

In (p) • 0 - (E/7) vfln (Wo/w) (D-R) (1)

In (p) - D - (E/i 2/n)(ln (Wo/w)) 1 /n (D-A) (2)

where 0 - sipirically determined coefficient
E,. - empirically determined coefficient
n x empirically determined coefficient
p a adsorbate partial pressure, torr
T x absolute temperature, kelvin
w s adsorbate loading, cc liquid per g sorbent
Wo = pore volume, cc

The Oubinin-Radushievich equation (Equation 1), in particular, has been used
in several studies partainlng to military air purification devices. It has,
however, two significant weaknesses. First, it is thermodynamically incon-
sistent at low loadings in that it predicts an infinite value for heat of
adsorption and a deviation from Henry's Law. Second, it frequently predicts
different micropore volumes for different adsorbates on the same sorbent.

.. ANALYSIS "

The LeVan equation 'has beenshown2 to b4.suOerior to. the D-R and
the D-A (Equation 2) equations for saveral organic vapors. In each instance
the two-parameter version of the LeVan equation fits the data as well or
better (by the least-squares criterion) than does the 0-A equation which has
three adjustable pirameters. This is an indication that the LeVan equation
may provide a better functional representation of the adsorption behavior
than does either the D-R 'or the D-A equation.

In the evaluation of pressure-swing (PSA) and temperature-swing
(TSA) adsorbers for air purifitation, the design-limiting vapor (or vapors,
e. g., water and CK) must be identified and the equilibrium adsorption data
(isotherms) for them must be measured and correlated. The LeVan equation is
an appropriate correlating equation. The correlation is essential in eval-
uation of alternative sorbents and in choosing the most appropriate simulant
vapors.

The LeVan eqjation. Equation (3), relates the partial pressure of an
adsorbate to the adsorbate loading and the absolute temperature of the
sorbent-adsorbate system. It is the Antoine equation with the coefficients
adjusted to-reflect adsorbate loading. It is exctly the Antoine rmuation
when the adsorbate loading is Wo; i. o., the sorbent is "saturated.*

ln (p) A ' - B'/(C' + t) (3)

IJ
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where A' - 2.3025 x A + In (w/,o)
A a Antoine equation coefficient, log torr
8' 2.3025 xB + b x (1 -W/Wo)
8 a Antoine equation coefficient, °C-log torr

"b • LeVan equation-coefficient. °C-ln torr
C' - C +c x (1- w/Wo)
C - Antoine equation coefficient, oC-Iog torr
c a LeVan equation coefficient, oC
p a adsorbate partial pressure, torr
t * temperature, OC
w • adsorbate loading, cc liquid adsorbate per g sorbent
Woa- L.Van equation coefficient, cc liquid adsorbate per g sorbent

The LeVan equation has six empirical coefficients. All six can be
evaluated simultaneously, of-course, by fitting the aouation to six data
pointr or by use of a least-square algorithm on the data set for the par-
ticular adsorbate-sorbent pair. The Antoine equation coefficients A, 8, and
C, however, can be determined from adsorbate vapor-pressure data alone and
this approach was used to obtain the coefficient values reported in Table 1.
Moreover, the coefficient c was assigned the value 0.0 to obtain the two-
coefficient form of the LeVan equation.

.. RESULTS

Table 1 presents Antoine equation coefficient values for the
CW agents CK, CG,,and AC. How these values can vary with the range of
temperature represented in the data set used to obtain them is illustrated
by the values presented for CG and AC. (The numbers under "Source identify
the appropriate references.)

TABLE 1

Values of the Antoine Equation Coefficients for Several CW Agents

Temperature
CW Agent Range, OC A B C Source

CK (cyanogen chloride) -76.7 to 13.1 6.85736 850.01 200.655 3
CG (phosgene). -92.9 to 57.2 7.06793 1033.74 239.157 3
CG (phosgene) -68 to 68 6.84297 941.25 230.0 4
AC (hydrogen cyanide) -11 to'25.9 6.1370 672.17 180.527 3
AC (hydrogen cyanide) -40 to 70 7.29761 1206.79 247.532 4

Values for the LeVan equation coefficients for CK, CG, and AC are£ presented in Table 2. Values for A, 8, and C were taken from Table 1.

Values for coefficients b and Wo were calculated from the experi-
mental data through minimizing the sum of the squares of the differences
between the observed and predicted values of the V1critlh of the equilib-
rium partial pressure of the adsorbate over the soroent. Other criteria
might have been used, of course, but for extrapolating the available experi-

A .mentally determined information to the low partial pressures of interest in
engineering a CW protection system, the criterion used is an appropriate:
one. Using the differences-between predicted and observed values-of-In (p)

I



TABLE 2

.Values of the LeVan Equation Coefficients for Several CW Agents

CWAgent Wo A B C b c

CK (cyanogen chloride) 0.509 6,nj5736" 850.01 200.655 1091 0.0
CG (phosgene) 0.549 6.84297 941.25 230.0 1704 0.0
AC (hydrogen cyanide) 0.511 7.29761 1206.79 247.532 745 0.0

Values assumed for adsorbed-phase densities were: CK, 1.186; CG,
1.392; AC, 0.687 g/cc.

Only the 22.20C data points were used in evaluating b and Wo
for AC.

weights the data at the lower values of partial pressure more heavily in
determining the coefficient values than does using the differences in p.

Figure 1 shows the experimental data for CK reported by Reucroft
and Chiou5 and the curve representing the least-squares fit of the LeVan
equation to this data. Fioure 1 shows the LeVan equation to reasonably
represent the experimental data over the range of adsorbate partial pressure
explored. It also shows the partial pressures explored in the experiments
are nearly all above the range of interest in designing devices to protect
personnel from CW agents. Military tube tests, for example, use 1.2 torr
(4 mg/liter) as the partial pressure of CK in the feed stream to a protec-
tive device under evaluation and 0.0024 torr (0.008 mg/liter) as the break-
through partial pressure in the adsorber effluent. These test conditions
point to the need for isotherm relationships that can be used reliably to
extrapolate below the range of partial pressure explored inr experiments.

Figure 2 shows the experimental data for CG reported by Reucroft

and Chiou6 and the curve representing the least-square fit of the LeVan
equation to this data.

Fjgure 3 showsthe experimental data for AC'reportod by Reucroft
and Freeman . The solid curve represents the least-squares fit of tne LeVan
equation to the 22.20C dsta points only. The agreement between the 22.2oC
data points and the curve is acceptable.

-The ability of the two-coefficient LeVan equation to corr.ectly
represent the temperature dependence is tested by using the,22.2°C values
for the coefficients b and Wo in predicting the isotherms for the other tem-
peratures for which experimental data was reported. The agreement between
the predicted values of partial pressure and those reported by Reucroft and
Freeman is very good, even up to 120.40C when the AC loading is above
0.02 cc liquid per g carbon. Below this value of loading the agreement
deteriorates substantially. Why? In the absence of low-loading data and
confirming experimental investigations, one can only speculate. Possibly
the two-coefficient forn of the LeVan equation is not sufficiently flexible
to capture tue relationship between loading and partial pressure at very low
loidings. D) the other hand, accurate measurement of loading at very low
valu- of loading is difficult. Possibly the leveling nf the experimentally
determined isotherms is an artifact; Honry's Law requires the isotherm to
approach an asystote having a positive slope. Clearly the LeVan equation
curves do this. Resolution of the disagreemw~nt between the experimenta"ddafajand the LeVan equation predictions must await'additional experinental data.
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II
The values of Wo for each correlation are in the range one would

expect for BPL carbon (i. e. 0.5 to 0.6 cc liquid per g of carbon). The
differences in the values may arise from the difficulty of determining the
adsorbed-phase density. The adsorbed-phase density, for example, has a
temperature dependency and the density of the adsorbed phase may be con- I
siderably different from the adsorbate's liquid-phase density at the same
temperature and pressure.

CONCLUSIONS

1. The LeVan equation appears to be a reasonable correlation for the
CW-agent vapors considered. I
2. More data from experimental measurement is needed to better assess the
efficacy of the correlation, iespecially at lower values of partial pressure.
3. The particular advantage in usirg the LoVan equation for extrapolating 1
experimental data is that the predicted isotherms do not intersect between
zero loading and the experimental data if the Antoine equation values are
uid for the coefficients A, B, and C.
4. The LeVan equation provides a reasonable tool for small extrapolation
of data on one isotherm to other temperatures.
5. It may prove possible to use the LeVan equation with coefficiet4ts b and
Wo determined from data on a homologous compound in predicting reliably the I
equilibrium adsorption behavior of a relatively volatile substance. The
prediction of the behavior of one blood agent from the LeVan equation coef-
ficients b and Wo for another, however, is not reliable.
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Ii ABSTRACT

The adsorption and subsequent chemical reaction of cyanogen
chloride on impregnated, activated carbon is studied. The system is
considered to be isothermal and at a constant relative humidity of
80%. A material balance is written which includes a reaction rate
based on the' adsorbed phase concentration of cyanogen chloride' andU t the concentration of the' impregnant material. Two mass transfer
resistances are included : (1) external mass transfer from the passing.

__ vapor stream to the surface of the carbon particle, and (2) internal
mass transfer describing the rate at which material is transported
from the adsorption site to the reaction site. Breakthrough times
measured using different flow rates, bed depths and particle sizes

* I compare favorably with model predictions.

U,

I Adsorption coupled with chemical reaction is a phenomenon that
finds applications in several areas. Several investigators (1-4) have
studied systems where chromatographic, riactors are used to
determine reaction rate constants or achieve higher levels of
separation than is possible with a simple adsorption bed. Others (5,6)
have examined systems where it is desired to remove pollutants
from contaminated water streams.

Mathematical analyses of systems where physical adsorption is
coupled with chemical reaction fall into two areas. The first
investigations were conducted using chromatographic columns and



include ilic work of Magee (3) who assumed a linear adsorption

isotherm 'and a simple reversible reaction. n d

A -- B + C

where the forward and reverse reaciion rates are expressed in terms
of the vapor phase concentrations. Gore (4) modified this approaci 3
by writing the reaction rates as functions of the adsorbed phase
concentrations. Chu and Tsang (7) extended the treatment of Magee
by introducing a Langmuir-Hinshelwood kinetic model to account for3
competitive adsorption.

The second major area of investigation has involved using an n

equilibrium theory approach to develop the appropriate material
balances. It is assumed that mass transfer resistances and dispersion
forces are not important so that the resulting partial differential
equations may be solved using the method of characteristics. Rhee et
al. (8) developed solutions to problems where several different g
reaction mechenisms were considered and either Langmuir or
Freundlich adsorption isotherms were used. Other workers (9,10)
have followed a similar approach and have compared equilibrium
theory solutions to measured breakthrough curves. The equilibrium
theory approach can be used to identify the type of transitions that
may be formed (gradual, abrupt, combined) and to calculate the i
speed of the stoichiometric centers of these transitions.

Most of the earlier studies of chromatographic systems have
assumed linear isotherm relationships, reaction rates governed by
the mobile phase concentrations mnd fast mass transfer rates. This 3
work wijl extend the previous chromatographic studies by
considering a nonlinear adsorption isotherm and a reaction rate
based or, the adsorbed phase concentrat'on. In addition, both an I
external film resistance and an internal particle resistance is
included. Measured breakthrough times for cyanogen chloride on
activated, impregnated carbon are used to evaluate model
parameters. The predicted breakthrough curves are compared with
the equilibrium theory solution usiog a time invariant first order
reaction to demonstrate the effccts of a second order reaction rate
and mass transfer resistances.

I
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MATHEMATICAL DEVELOPMENT

The fixed-bed adsorptive reactor consists of a cylindrical bed of
activated -carbon treated with reactive metal salts (ASC Whetlierite
(11) . The reactor is assumed to operate isothermally. For fixed-bed
adsorption systems involving gases at low and moderate pressures,
the accur+,ulation in the vapor phase -may be neglected. it is assumed
the vapor phase is ideal, there is negligible pressure drop through
the bed, the effect of composition on the vapor phase density and
velocity is small, and that there is plug flow with no axial dispersion.
The resulting overall material balances may be written as

Pb (aq/lat) + v (ac/3z) = - Ri(q,M) (I)

Pb ("M/at) = -o. Ri(q,M) (2)

where a is the stoichiometric coefficient for the chemical reaction

between the adsorbate and the impregnant, The metal impregnant

remains -in the stationary phase and the reaction products do not
change the adsorption equlibria or affect the material balance.

Because the breakthrough behavior at relatively low effluent
concentrations' is considered (below 0.5% of the feed concentration),
it is important to include an external mass transfer resistance in the
model. A film resistance is represented 'by a traditional lnear driving
force approximation with reaction rate included as,

Pb (aq/at) = kva (c - c*) - Ri(q.M) (3)

Since' the chemical reaction takes place in the adsorbed phase, it is
important to include an internal mass transfer resistance. There are

J two basic approaches that researchers have taken when modelling
solid phase resistances. Distributed parameter models used to
represent- macropore and/or micropore diffusion control express the>- ,

1J
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adsorptiofi rate as a partial differential equation with c and q as the
dependeni variables and the radial position within the particle as-the
independent variable. However, distributed parameter models when
coupled with the material balances make the resulting set of
differential equations more difficult to solve and frequently still I
retain a loading-depen lent diffusivity. A second approach is to
represent the solid phase resistance using a lumped parameter
model with a linear driving force approximation. This may be
expressed as, i

Pb (aqla,) = k a (q* - q) - Ri(q,M) (4)

where k Pa is the internal mass tuansfer coefficient. Ruthven (12)
assesses the validity of this approximation by saying "the simple
linearized model is a useful engineering approximation for
unfavorable, linear or moderately favorable isotherms". Therefore, I!
for sys-,ems involving light gases on activated carbon which normally
exhibit linear to moderately favorable adsorption equlibria, one
would expect Equation (4) to be a reasonable approximation.

According to Glueckauf (13,14), kpa is a function of the adsorbent
particlt, diameter, dp. given by the equation,

koa 60 Dp / (dp) 2  (5) n

where D is the average particle diffusivity.

EXPERIMENTAL SYSTEM

It is desired to remove small amounts of cyanogen chloride from a
humid air stream to produce breathable air. To accomplish this, a
fixed bed of activated, impregnated carbon is used to adsorb and
then subsequently react with the cyangen chloride. This system is
considerel to he isothermal and at a constant relative humidity oi"
80%. The reaction rate is assumed to be second order in the adsorbed
phase concentration of cyanogen chloride and metal concentration. 4
Therefore, R, ray be defined as,

'1+
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It ias been determined in a previous study (15) that the
stochiomctric coefficient, Q, for the reaction of cyanogen chloride
with the metal impregnant is about 1;5. The governing material
bal nce and rate equations are solved using a staged model apprcach
(16). For the results to be presented, forty stages are used.

In addition to the material balances and rate expressions, the
adsorDtion phase equilibria for cyanogen chloride on ASC carbon at
8G•, relative humidity is required. Reucroft et al. (11) measured the
qu ntity of adsorbed cyanogen chloride as a function of the vapor
phase concentration at a constant relative humidity of 80%. The
te •perature of the study was ambient (22-25C). A Langmuir
iso herm was used to correlate the data and the resulting equation is
giv n below.

q* = qst K c* /( + K c*) (7)

Th parameters K and qat were determined using a least squares
best fit of the measured data of Reucroft.

Th re are two sources for the experimental data which will be
pre ented. The breakthrough time as a function of bed depth at four
v el cities was measured by Morrison (17) and the breakthrough
time as a function of bed depth for three different particle sizes was
me sured by Puhala (18). The breakthrough time is established as
the time for a specified concentration of cyanogen chloride to appear
in Ithe effluent. The conditions used by Morrison and Puhal:. are
given below.

Initial Condition = a bed of activated , impregnated carbon in
equilibrium with uncontaminated air at a
relative humidity of 80%

Feed Condition = air at 80% relative humidity, contaminated

with 0.065 mol/m 3 of cyanogen chloride
3reakihrough Concentration = 1.3 x 10-4 mol/m 3

Bed Diameter = 2.0 cmTempe-ature = ambient (21C-25C)



I
ANALYSIS AND DISCUSSION I

Shown in Figure I are the breakilrough times for different bed
depths and velocities. The symbols are the measured data of
Morrison (17) and the lines are the moidel results using the
conditions given above and the parameter values given below. 3

kva = 105, 143, 188, 263 (for 5.9. 9.6. 14.7, 24.8 cm/s. respectively)

D = 2.0 x 10-3 cm2 /s

dp :1.0x 10-3 m I

k = 4.33 x 10-6 m 3 /mol s

II
The values for D. and k1 were obtained using a value for DP in the
range suggested by Costa et al. (19) for light gases on activated 3
carbon and picking the value of kI to give the best fit to the data.
The Ranz-Marshall (20) correlation for mass transfer to a packed bed
of non-porous particles was used to calculate kla. The results
indicate that the model with the appropriate values of k, and Dp
accurately describes the behavior of cyanogen chloride on ASC
carbon over the range of conditions tested. The model results
presented in the following discussion are generated using the values
for kI and D, given above.

Figure 2 shows the predicted breakthrough times and the measured 3
breakthrough times versus bed depth using three different particle
sizes. The superficial velocity for these tests was 9.6 cm/s . The 3
results indicate a stronger particle size depedence than the model
predicts. (The model was run with a large value for kpa and the
predicted curves are closer together.) The difference between the
predicted and actual results may be caused by several factors. One
possibility is that D is smaller than 0.002, making the particle
re;i stance more dominant. Htowever, this is unlikely for two reasons.
First, it is well knownt that there is efficient solid phase transport in
activated carbons due to the well developed marcopore structure.
Second, a smaller D was tried, but the data measured for Figure 1
could not--be well represented with apy value of k, and the

nv~u-, .4,R



prediction Tor Figure 21 does not g,:t :'ppreciably bctcr (the curve for
the 12-16 mesh size falls well below the actual data).

Figure 3 shows the predicted effluent concentrations of cyanogen
chloride as a funclion of time using three different bed depths. The
parameter values used to generate these results were the same as
the Figure I results at 9.6 cm/s. The effluent concentrations are
plotted on a log scale to show more clearly the breakthrough
behavior at low concentrations. The top dotted line indicates the feed
concentration and the bottom dotted line is the breakthrough
concentration. If one follows the breakthrough concentration line
across the graph, the points where it intersects the breakthrough
curves correspond to the breakthrough, times plotted in Figure 1.
Figure 3 not only provides an interesting picture of the breakthrough
behavior of cyanogen chloride at the low concentrations , it also
shows the effect of a time dependent reaction rate. In previous
studies (8-10), using an equilibrium theory approach, the chemical
reaction rate has been assumed to be first order and time invariant.
Therefore, once a steady state is achieved, (i.e., the initial abrupt
concentration transition leaves the bed) the effluent concentration
does not change with time and the breakthrough, curves are parallel
to the time axis. However, as Figure 3 clearly shows, there is a
second transition (as indicated by the severe change in the slope of
the breakthrough curve) that moves through the bed at a speed
governed by the change in the second order reaction rate and -mass
tranisfer resistances.

Figure 4 shows the same predicted breakthrough curves for the 2-cm
and 3-cm beds shown in Figure 3 along with the breakthrough
curves of identical systems without chemical reaction (i.e., k = 0). A
comparison of breakthrough curves presented in Figu're 4 with those
predicted by an equilibrium theory analysis can provide some
insight into the system' performance. Equilibrium theory with a time
invariant reaction rate would predict a vertical line at a time
corresponding to the stoichiometric center of the transition which
would extend to a concentration determined by the rate constant.
Once that plateau concentration was ichieved, the breakthrough
curve would simply be a horizontal line. One can see that the initial
breakthrough is not vertical as a result of tile mass ,ransfer
resistances and the breakthrough curve at longer times has a finite .
slope :,s a result of the slowing reaction ratc.. Consider the

eI
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breakthirough curve of the 2-cn bed wiihout chemnical reaction and P
the 2-cm bed with chemical reaction. The abrupt transition one
would expect from a favorable isotherm passes through the bed but
is attenuated and slowed down. But once this front is through the
bed (about 2-4 minutes) , the second transition for the reactive
system becomes more obvious. I
The application of the fixed-bed adsorptive reactor model presented
here is limited to systems where bed depths ,a-e small and velocities
are relatively high. The model has been deriv_.,d to treat light gases
and is especially well su~ted to handle case.s where very low
breakthrnugh concentrations are considered. If one would want to'
model adsorptive reactor systems with deeper beds, then an a..ial
dispersion" and/or channeling term would need to be included.

The temperature effects and the transient effect of water have been
neglected because the system is assumed to operate at a constant
relative humidity and relatively small contaminant concentrations
are considered. If one would want to examine the performance at
different relative humidities, then a multicomponent isotherm for'
cyanogen chloride and water would be required. In addition, one
would have to include an energy balance if large changes in relative
humi'lity and/or larger feed concentrations (heat of reaction can
become significant) are considered.

I
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j NOTATION

3c = vapor phase concentration at the adsorbent sur face mourn 3

-c = bulk vapor phase concentration mourn3 .
D P average particlc diffusivity cm2 Is

dj = particle diameter rn
K =Langmuir isotherm constant m3/I n 0
k =reaction rate constant m3/mol s

k Pa = internal (particle) mass transfer coefficient s-1
k ,a = external' mass transfer coefficienit s-
14 impregnant concentration mollkg

q*= adsorbed. phase concentration in equilibrium molfkg
with c*

q = average adsorbed phase concentration mollkg
qst= Langmuir isotherm~ saturation capacity ,molfkg

Ij = overall reaction rate molrn3 s
t = time 5
*v = interstitial velocity rn/s
z = axial distance m

(= bed void fraction

adobn density kg/rn3

iibCL socimti eato ofiin
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S " BRIEF -'...

A rapid method for- self-modelling curve-resolution is

3 I presented. The method can be. used in a. continuous or on-line

mode. Examples are given of oyerlapping GC-MS data of a mixture

of three amines and time resolved mass spectral,'data of a

biopolynier mixture and a Group A Streptococcus organism.
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ABSTRACT

A rapid self-modelling curve-resolution method for time I
resolved. mass spectral data is described. The.method is much

simpler and thus faster than factor analysis based methods.

Examples are given of the application of this technique to an

unresolved GC-MS data set of a mixture of dicyclohexylamine,

diphenylamine and dibenzylamine and time resolved mass spectral 3
data sets of a biopolymer mixture and a Group A Streptococcus

organism which were obtained by oxidative pyrolysis atmospheric

pressure ionization mass spectrometry. The method can be applied

in a continuous ( lon-ine') mode , which is demonstrated on the

overlapping CC-MS data.

I

I"

-3-



S INTRDUCTION-

Most of the modern self-modelling curve-resolution method are

based on the use of factor analysis (1-19). Factnr analy is is

I well suited for curve-resolution procedures because ot the noise

reduction that can be obtained by the use of the proper num er of

factors (20) and the ability to find 'pure masses', i.e. asses

that have an intensity for only one of the components of the

mixture under consideration (2,5,9).

Although factor analysis is presently the state-of-the-art

approach for self-modelling curve-resolution, problems arine when

applied to complex mass spectral data, such as that resulting

from pyrolysis mass spectrometry. There is no established way to

determine the proper number of factors. Error indicator fun•ctions

such as those developed by Malinowski (20) are not applicable to

* information such as pyrolysis data. Furthermore, 'noisy peaks

behave like pure masses, and therefore, the latter iust be

* confirmed by independent methods, e.g. by checking if a puke mass

axis shows a correlated behavior with other masses that a'e more

or less characteristic for a particular component (21).

The above problems that are inherent in factor a alysis

necessarily yield a time-consuming process for wh ch an

experienced operator is required. A rapid method with mini al or

no operator interaction would make self-modelling curve-

resolution more accessible for general use. Also, an approach for

analyte detection in a continuous mode would be desirable1 , e.g.

for process monitoring with a mass spectrometer.

A method is described for self-modelling curve-resoluticn that

uses a simpler and faster algorithm than that of factor analysis

and yields time resolved component curves and spectra of the pure
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components. For obtaining the spectra of the pure components a

method is described that does not require the knowledge of all i

the components in the mixture, which is in contrast to pure mass

methods.

MATERIALS AND METHODS

Gas Chromatography Mass Spectrometry I
Samples of dibenzylamine, diphenylamine and dicyclohexylamine

were obtained from commercial sources and used as received. The

samples were diluted in methanol and syringe-injected in 0.1 ul

aliquots for analysis on a DB-5, 30m x 0.25mm fused silica

capillary column contained in a Hewlett-Packard 5985B GC-MS

system. Conditions were chosen in order to obtain co-eluting

peaks uf the three selected amines in approximately equal amounts

with methanol as the solvent. Reference spectra for each of the JV

amines were obtained in separate analyses. Typical experimental

conditions were: 1-2 ml/min helium carrier, 200 C isothermal oven

for 2-3 min, then isothermal at 300 C.Tota3 ion currents were

recorded with standard electron impact conditions; source

temperature 200 C, electron energy 70 eV, 300 uA emission current
ir

with a 33-500 mass scan range.

Mass Spectrometry

The biopolymer mixture was prepared from DNA, glycogen (GLY)

and bovine serum albumin (BSA) (Sigma, D-2251, G-0885 and A-9647,

respectively). 1.0 mq/0.1 ml solutions were prepared for each

biopolymer with distilled, deionized water as well as one

solution containing 1.0 mg/0.l ml of each biopolymer.

-5-



A Group A strain of St:reptococcus bacteria was-obtained. as a

gift from Alvin Fox from the University of South Carolina. A

1.0mg/0.iml suspension in distilled deionized water was made' and

sonicated for 30 s. Muramic acid (Sigma M-2503 ),..in a water

solution (l.Omg/0.1ml) was'prepared.

Twenty ug (2 ul) of each sample was applied to a Chemical Data

System pyroprobe platinum filament, and the probe was connected

to a Chemical Data Systems Micro-Extended Pyroprobe pyrolysis

.power supply. The solvent was evaporated by flash heating the

riLbon to 100 C for 20 s prior to analysis. Oxidative pyrolysis

of the samples was conducted at' 300 C/min with a final set

temperature of 600 C and the total heating time was two minutes.

Pyrolyza'e transfer from the ,.3ating zone to the Atmospheric

Pressure Chemical Ionization (APCI) source and subsequent removal

was effected by an air flow through the probe in :ombination with

an 8 mm presure difference between the ion source cannister and

ambient obtained by the exhaust motor of the mass spectrometer.

The configuration of the platinum ribbon probe interfaced to the

APCI source was identical -to that of a pyroprobe quartz tube

assembly (22). The ion source exhaust motor . was necessary in

order to return the Total Ion Current'(TIC) to the background

level within the two minutes analysis time. The mass spectral

analysis was started after the first minute of the temperature

program, since no TIC increase was observed before that and a

subsequent one minute data collection was performed.

Mass spectral analysis was performed on a Sciex TAGA 6000 APCI

trirle quadrupole mass spectrometer.ý The analysis conditions

were: mass range scanned m/z 74 to 200 at a mass scan speed of

approximately 1 spectrum/second. This resulted in 54 spectra for

a 1 minute analysis period. Daughter ion analysis was performed

-6-



with the cent-al qui.drupole in the rf-only mode and thepressurec

of the argon collision gas was 6.0 x 10 -5 torr...

RESULTS AND DISCUSSION

In order to demonstrate the data analysis procedure, a

simulated data set of three components with an overlapping

temporal response was used. The behavior in time of the

individual components and their resulting TIC ie presented in

Figure la. A clear evolution of the three components is not

observed in the TIC. If the peak widths of the TIC-curves of

each of the three components would be narrower, the presence of

three components could be observed in the total ion current plot.

A mathematical way to achieve this is to scquare the intensities

of the three separate components. This is demonstrated with the

simulated data set in Ficpgre lb. If the desired result is not

reached after squaring the values, the process can be continued

by multiplying the data set by itself again, resulting in the I
fourth power of the data set.

GC-MS data set

The partially resolved GC-MS data set as presented in the inset

of Figure 2a was used as a model for the self modelling curve 5
resolution approach by smoothing the chromatogram to produce an

unresolved chromatogram (Figure 2a). This was achieved by

applying smoothing equation la four times to the chromatographic

data.
*£

S - .25 * S + .5 * S + .25 * S for t - 2, m-i eq. la
t t-1 t t+1

-7-
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where S is the smoothed spectrum at time t, S is the unsmoothed
t t

spectrum at time t and m is the total number of spectra. For the

first and last spectrum, the following smoothing formulae were

used:

S = .67* S + .33* S eq. lb
1 1 2

S = .33 * S + .67 * S eq. lc

m m-1 m

As can be seen in Figure 2a, the TIC curve does not show a

clear presence of three components. The approach described above

to resolve the overlapping behavior of the components can be

adapted for this data set as follows:
The behavior of a mass that is typical for dicyclohexylamine

will show a similar behavior in time as the dicyclohexylamine

component. The same is true for masses that are typical for the

other two components. Therefore squaring the intensities of these

variables results in a narrowing of the component curves

} comprising the TIC and, consequently, produces a temporal

1 separation of the individual components. Other masses that have

Scontributions from more than one component will produce less of

an overall separation effect, however they will contribute to the

temporal separation of overlapping components as long as they are

biased to one component or non-overlapping components, e.g. the
first. and third component of the data set under consideration.

l Before applying the squaring procedure to the data set, the

mass variables are scaled, in order to yield features of equal

contributions by giving them equal vector length (20). This is

.mportant in order to p..vent dominance in the data set of high

ii -8-
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intensity mass spectral peakf;. This is especially true for

pyrolysis mass spectra, since high intensity peaks often

represent non-characteristic fragments (23).

In mathematical terms the scaling procedure is the following:

The original matrix D (size s*m), where s is the number of

spectra and m is the number of mass variables, is transformed to

matrix D by: I

D.= D B eq. 2a

S

\ 2 -1/2b (d 2 eq. 2b

i -- iij

The scaling procedure in equation 2 has a disadvantage in that

indiscriminate, low intensity features are treated the same way

as peaks characteristic to a particular component. In order to

avoid this undesirable effect, mass vectors with a length less

than 10 % of the maximum length were eliminated. The combination

of scaling the data, followed by calculating the second, fourth

or higher power and the TIC of the obtained data will be called

the Scaled Power TIC method, abbreviated SP-TIC.

Application of the scaling procedure on the GC-MS data set is

presented in Figure 2b and does not change the overlapping

behavior of the three components. The result of squaring the

scaled intensities is given in Figure 2c, and the presence of the

three components becomes clear. Squaring the data again,

resulting in the fourth power of the scaled intensities,

indicate.- a clear presence of the three components as can be

deduced from Figure 2d.

The mass Epectra of the pure components are given in Figure
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3a-c . The spectra at the local maxima in Figure 2d, which have a

maximum contribution of the components dicyclohexylamine,

diphenylamine and dibenzylamine, respectively (spectrum numbers

6, 10 and 15), are given in Figure 3d-f.

Comparison of the mass spectrum of pure dicyclohexylamine

(wigure 3a) with that of maximum dicyclohexylamine content in the

GC-MS data( Figure 3d), shows a minor contribution of the

diphenylamine (e.g. m/z 169, Figure 3b) and dibenzylamine (e.g.

m/z 91, Figure 3c) components. The spectrum at the local maximum

assigned to diphenylamine (Figure 3e) shows clear contributions

of dicyclohexylamine (e.g. m/z 138, Figure 3a) and dibenzylamine

(e.g. m/z 91, Figure 3c). Finally, the spectrum at the third

local maximum of Figure 2d, assigned to dibenzylamine (Figure

* 3f), shows some overlap when compared to the spectra of the other

two components. Dicyclohexylamine is clearly represented by m/z

138 and a minor contribution from m/z 169 indicates the presence

of diphenylamine.

The overlap between the spectra indicated that a further

procedure is necessary in order to produce the mass spectra of

the individual components with no contributions from the other

components. In order to achieve this, the knowledge of 'pure

masses' *is desirable. Although pure masses have a limited meaning

for complex data, it is the only way to calculate the spectra of

] the pure components.

A pure mass is defined as the mass with the highest (length-

scaled) intensity in a particular component peak after applying

the SP-TIC method (Fig 2d). The pure masses for

dicyclohexylamine, diphenylamine and dibenzylamine were found to

be m/z 55, m/z 169 and m/z 106, respectively. The validity of

each of the pure masses was confirmed by determining if they had

I ~-lo-



.11I
:a high intensity in their immediate neighbouring mss spectra as

well as a minimal intensity in the spectra at the other maxima..

As can be seen, the procedure for pure mass assignment to a

particular component does not always agree with assignments made

by visual inspection of the pure spectra.

Once the pure masses of the three components are obtained, the

spectra of the pure components can be calculated as follows.

Matrix A (Table 1) presents the' three pure masses from theI

three spectra of the local maxima in Figure 2d.

Pure masses (by definition) are only found in one component of

a mixture. The relatively small intensities in the off-diagonal

elements of matrix A indicate overlap between the components. The

pure mass concept provides a relatively simple way to calculate a

component's pure mass spectrum. A transformation matrix B is

required that, when applied on matrix A, results in a matrix that

has intensities only on the diagonal. If the identity matrix is

chosen for this latter matrix, matrix B is simply the inverse of

A, as can be deduced from equation 3.

BA = I eq. 3

Application of the inverse of A on the complete mass spectra I
(i.e from the original unscaled data matrix) at the local maximum

of each component (Figure 3d-f) results in the resolved mass

spectra (Figure 3g-i), respectively. The mathematically

extracted spectra are almost identical to the separate compounds

(Figs. 3a-c). This procedure is in principle the same as used for

factor analysis-based mixture analysis approaches (20,21)

The time-resolved envelope of the three components can be

obtained either by using the pure masses or by expressing every I
-11-, I
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".maigs'spectrum in terms of.the extracted.' :spectra- of the pure

components. Since the extracted spectra are based on the pure -

masses, they are in principle no better than the pure masses.

Therefore, the extracted pure masses were used, which simplifies

the mathematical procedure and increases the speed of the

algorithm. The intensities of the pure masses need to. be scaled,

in order to-reconstruct the original TIC:

AF =T eq. 4

where A is the matrix of the pure mass spectra of size n*n, where

n is the number of components in the mixture. The matrix F, size

n*l scales the intensities of the pure masses in such a way that

they represent the intensity of the pure components. T, size'l*n,

represents the original total ion current of the spectra under

consideration (i.e. 6, 10 and 15 in Figure 2d)

1 The solution of the unknown matrix F is:

F FAT eq. 5

Ssince A is known from the pure spectra calculations, it is

"ýsimply a matter of multiplication of matrices. The plot of the

I extracted component curves and the reconstructed TIC calculated

from these curves (,TIC*) are shown in Figure 4. The original

smoothed TIC (Fig. 2a) is observed to closely track the

reconstructed TIC*.

Biopolymer mixture

The next example is based on the oxidative pyrolysis of a

J mixture of DNA, glycogen (GLY) and a protein, bovine serum

albumin (BSA), followed by mass spectral analysis. These L
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biopolymers have been the subject of several other P,-APCI-MS

studies (24, 25). In a previous pyrolysis study, it was-

determined that DNA evolves in time before GLY, which in turn

evolves before BSA (19). In Figure 5a the TIC of the one-time I
smoothed data set is presented. Although some structure is

present in this curve, it does not give a clear indication ofN

three components. Resolving curves such as the one given in

Figure 5a by the derivative procedure does not produce a reliable

resolution of the component curves because of the noisy character

(not shown). The results of the SP-TIC method (fourth power) are

presented in Figure 5b and the maxima assigned to the three I
components have been indicated by their respective mass spectrum

numbers. In spite of the presence of three components in the

sample, more than three local maxima can be observed, e.g. there

are two local maxima in the region assigned to the BSA profile.

Since replicate analyses appeared to be reproducible after

similar mathematical treatments, the split maximum was studied

more closely. Both local maxima were caused by mass intensities

that could be assigned to BSA (Figure 6c). Differences between

the two maxima were apparently represented by a slight domination

of mass intensities representing aliphatic fragments in the first

maximum and of aromatic mass peaks in the second maximum. The

conclusion was that the behavior of BSA could be attributed to

the comnlex nature of its pyrolysis over time. This phenomenon

was also observed with the protein component in the time-resolved

data analysis of the Streptococcus sample discussed below. It is

interesting to note that protein has shown a complex behavior in

several pyrolysis studies (26, 27). For the present discussion,

the BSA maximum will be considered on the basis of spectrum

number 21.

-13- '



SAs observed in Figure 5b, there is also a minor fourth maximum,

indicated by a *. Mass spectral analysis indicates a secondary

volatilization of condensed products on the glass wall of the

'probe. Therefore, this maximum was not used, in the data

processing.

II The spectra at the local maxima of Figure 5b, i.e. spectra

I numbers 6, 12, 21, produce differences in 'comparison to the

'spectra of the pure components, which cannot be explained by a

simple temporal overlap. For example, a comparison of the mass

spectrum of pure DNA (Figure 6a) with the mass spectrum with the

I maximum DNA content in the time resolved mixture data set (Figure

6d) shows that m/z 127 is almost absent in the latter spectrum.

I This phemomenon clearly indicates that the analysis of a mixture

is not always the simple sum of the analyses of the separate

1• components and is especially important for ionization under

atmospheric pressure circumstances (28). This information was

I I confirmed with m/z 127 daughter ion mass spectra of DNA, GLY and

the biopolymer mixture. The m/z 127 daughter spectrum of the

Ii biopolymer mixture essentially yielded only the characteristic

"GLY m/z 127 spectrum (not shown). A clear, reproducible

Sdifference of the relative intensity of m/z 136 is also observed.

A comparison of the GLY model spectrum with the snectrum with

I the highest GLY content in'the biopolymer mixture data (number

12), Figure 6b and 6e, respectively, again provide a different

peak distribution. For example, the presence of m/z 144 and 162

(Fig 6e) in the extracted spectrum rather than m/z 145 and 163

(Figure 6b), respectively,, might indicatc a charge transfer

"mechanism rather than protonation. The presence, of m/z 136 very

likely indicates an overlap with DNA. Finally, the model

I spectrum of BSA and the spectrum with the maximum BSA

-14-
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concentration in the data file (number 21), Figure Gc and 6f,

respectively, show some differences, e.g. the m/z values 115 and

129 are low in inteŽnsity in the spectrum presented in Figure 6f.

*The origin of these peaks is unclear, however, their absence in

the extracted mass spectrum provides an indication of their

relatively low proton affinity as compared to the pyrolysis

products of the DNA and GLY biopolymers. The spectrum with the

maximum BSA content in the file also shows some peaks that I
indicate an overlap with the evolution of GLY, e.g. m/z 127, 134.

and 144. The minor amount of m/z 136 might indicate an overlap I
with the DNA component.

The pure masses for this data set were m/z 136, 127 and 113 for U
DNA, GLY and BSA, respectively. The mathematically extracted

spectra are presented in Figure 6g-i. The mass spectra of DNA

and GLY do not show significant differences, when compared to the

spectra in Figure 6d and 6e, respectively, except for the absence

of m/z 136 in the GLY spectrum. Minor differences are observed

in a comparison of the BSA mass spectra (Figure 6f and 6i). The

influence of GLY, represented by m/z 99, 117 and 127 is virtually

absent, although a small amount of m/z 134 and 144 is still

present. From the single ion currents of these masses, it 3
appeared that they indeed showed a more gradual decrease in time

during the last part of the heating program than other masses

typical for GLY. One has to keep in mind that programmed heating

of a biopolymer does not result in a simple, concurrent evolution

of all masses , but that there are also complex degradative

reactions involved, which can affect the different masses of one

component to different degrees, e.g the double maxima for the BSA

component ( Figure 5b).

The reconstruction of the TIC's of the three separate
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components, represented by their pure masses, is shown in Figure

7. The reconstructed TIC portrays some differences when compared-

to the original TIC (Figure 5a), which are probably-due to the

noise reduction obtained by reconstructing the total ion current

from a three-dimensional event rather than using all the

information in the data set.

Group A Streptococcus.

The SP-TIC procedure was applied on the smoothed data of the

pyrolysis of a Group A Streptrococcus strain (Figure 8a), which

has been the subject of a number of GC and GC-MS pyrolysis

studies (29-31). Subjects of this complexity provide a,

considerable challenge to the SP-TIC approach. Analytical

pyrolysis mass spectrometry studies generally rely on the single

spectrum resulting from signal averaging all the spectra obtained

during the pyrolyzate production ( 23 ) From such a single

spectrum it is not possible to obtain information on (classes of)

separate components in a self-modelling way, i.e. without using

reference spectra. The results of the SP-TIC method (fourth

power) on the. Streptococcus sample are presented in Figure 8b.

As was observed in the biopolymer mixture analysis, the region

assigned to protein (spectra 3i to 34 in Figure 8b) shows two

maxima. Since the mathematically extracted mass spectra and the

spectra at the local maxima of Figure 8a did not differ

significantly, an analysis of the mathematically extracted

spectra will suffice (Figure 9a-c).

The choice of model compounds for this complex 'mixture' is

indeed a challenge. Since the presence of muramic acid in this

organism is well documented in the literature (32,33) it was

selected as a model compound. The mathematically extracted

-16-
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spectrum of the first maximum (Fig 9a) indeed shows the prcsence I
of peaks typical for muramic acid, i.e. m/z 90 and 108, as can be

deduced from its model spectrum in Figure 9d. This was

confirmed by daughter ion spectra Of m/z 90 and 108 in both

muramic acid and the Group A Streptococcus organism. The daughter

ion spectrum of m/z 90 in both cases produced essentially

identical spectra (not shown). The w./z 108 MS-MS spectrum from

the organism, produced the same m/z distribution and intensity I
pattern as muramic acid along with a few other signatures, the

latter presumably representing other compounds contributing to I
m/z 108 (not shown). The presence of m/z 136 might originate

from nucleic acid-like materials.

The extracted spectrum (Figure 9b) associated with the second

maximum (spectrum number 23, Figure 8b) presents a complex

pattern, which contain some peak series that might be related

with hexoses, e.g. m/z 96, 98, 102 and 126 in an unprotonated

form. The presence of m/z 115 and 129 possibly is an indication

of the presence of fatty acids. The third maximum shows

similarities with a protein pattern, e.g. m/z 80, 84, 86, 113 and

153 (also see Figure 6c). In addition a peak series with m/z 111,

125 and 139 is observed, which might be indicative for the

presence of aminosugars, often present in capsular

polysaccharides (23,34,35). Systematic studies by MS-MS and/or'

GC-MS with the appropriate model compounds are warranted for a

more complete accounting of structure/peak assignments.

The reconstruction of the TIC's of the separate components and

the reconstructed TIC* is given in Figure 10. The TIC* shows

differences with the original TIC from Figure 8a, which is very

likely due to noise reduction by reconstructing the data from the

three components. An additional indication for this is the fact
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that the TIC of the scaled data (not shown-) is relatively similar

to the reconstructed TIC*.

Continuous mode or on-line analysis application.

Self-modelling curve-resolution such as the SP-TIC method

appears to have a number of potential applications when applied

in a continuous mode. For example the method can apply to

monitoring applications of spectral methods, or for 'on-line'

data analysis of GC-MS data. The following outiines the self

modelling-curve resolution method in a continuous analysis mode.

a) After obtaining n spectra (n is odd), t , t , t . .......... t
1 2 3 n

the SP-TIC (fourth power) is calculated. In order to simplify the

example, the value of 9 is assigned to n, based on the actual value

which will be used below. The obtained TIC values are labeled

a a

1,1 9,1
The central data point of the obtained values, i.e. a , is used

5, 1
as the first data point for the continuous data analysis mode: C .

b) After the next measurement has been made, the data analysis

procedure is applied' on the last 9 spectra, i.e. t - t , which
2 10

yields the data points a - a . The central point of these
2,2 10 ,2

numbers, i.e. a cannot be used directly for the continuous data
6,2

analysis mode, because the length scaling is different for

different data sets.

A correction for the different mass vector lengths can be made by

scaling the data in such a .ay that the intensity of a continuous

data point is the same as in the analysis of the next series, so

-18-



the scaling requires that a has the samd value as C1 (which

equals a The scaling factor required to do this results in the-
5,1

calculations of the continuous data points as given in Tanle II.

c) The same procedure as described under b) is repeated for every

measured spectrum. C
In mathematical terms, the procedure does the following. K

For the first point:

C =a eq. 6a
1 (.5n + .5)

and for all the other points:

C = C * a / a eq. 6a
i (i-1) (.5n - .5 + i), i (.5n 1.5 + i)

where C is the TIC for the continuoaus data analysis mode and a
i ij

is the result of scaling and fourth power calculation on the

spectra with the numbers i, (i + n - 1), where n is the number of

continuous data points and is of an odd value.

The length of the vectors can be calculated in an efficient way

in a continuous data analysis mode by adjusting the length of the

previous calculation by extracting the contribution of the first

spectrum of the previous calculation and adding the contribution

of the newly obtained data point.

This process was applied on the GC-MS data shown in Figure 2a.

A window of 9 spectra appeared to give satisfactory zesults for

this data set. Because of the use of a window of 9 spectra, the

numrber of points calcr'lated for the curve (Table II) would miss

the first and last four data points of the curve in Figure 2d. In

order to obtain the same number of data points for the continuous

mode, four spectra were added in front of the data set, i.e. a

quadruplicPte set of the original first mass, spectrum-
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Similarly, four spectra were added to. the end of the dAta set by

appending the last spectrum four more times. The curve (Figure

11) is similar to the results obtained when the data analysis

procedure is applied on the whole data set (Figure 2d).

For the mathematical extraction of the spectra, the best

approach is to use the spectra at the local maxima in Figure 11,

because it is these spectra that have the maximum contributions

of the respective components. In a continuous mode, this is not

possible., since the 'future' 'maximum is not yet known. It

appeared, however, that it was still possible to use the spectral

calculation procedure given by equation 3. For the local maximum

at spectrum # 10 (Figure 11), for example, the spectra 6-14 were

used in the calculation of the data point dCO (see Table II).

Application of the equations 3-5 on the pure masses of the mass

spectra 6, 10 and 14, resulted in mathematically extracted

spectra (not shown) highly similar to *the ones presented in

Figure 3g-i.

Since speed can play an important role for on-line

applications, a simpler, faster approach for resolving the

overlapping spectra is presented. The procedure simply uses the

data on which the resolved TIC-curve is based, i.e. the scaled

fourth power data. The applied scaling procedure, however,

produces a spectrum that is difficult to analyze from a chemical

point of view. Masses that are known to have a high intensity for

a-• certain component will have the same intensity as masses that...

have a low intensity when they are both typical for the r
component. This problem can be solved by simply back-transforming

the data (36). This means that the reverse process of eq. 2 'has

to be done, i.e. multiplying the scaled (fourth power)
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intensities by their respective lengths:

# -1
whreS B eq. 7

where S is an (row) array with the scaled fourth power spectrum

to be back-transformed and is S the back-transformed spectrum.

The result of this procedure applied on the spectrum with the

highest overlap, i.e. spectrum number 10, see Figure 3s% is given

in Figure 12. As can be seen, the diphenylamine extracted

spectrum shows some overlap with the other two components, i.e.

m/z 56, 138 rep!esent dicyclohexylamine and m/z 91, 106 represent

dibenzylamine. However, the mathematically extracted spectrum

shows only a minor contribution of dicyclohexylamine and

dibenzylamine, When compared tc the mass spectrum number 10

(Figure 3e).

CONCLUSION

From the results presented above it appears that self modelling

curve resolution can be accomplished by much simpler ways than

factor analysis b7sed methods. Although no direct comparisons

have been done between the two methods, indications are that the

method is one to two orders of magnitude faster than factor

analysis based methoýs. Another important feature of the SP-TIC

approach is tnat it can be used in a countinous mode. Extension

of this method with an algorithm that finds the maxima and checks 3
ifthe maxima describe different chemical components (by checking

the 'singularity of matrix A), could produce a fully automated

approach, which will be a subject for further research in this

laboratory.

There are curve resolution problems in the SP-TIC method that
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can be obviated by factor analysis. The SP-TIC. requires that the

components have a different maximum in time. This is not required

for factor analysis, as long as the shape of the curves of the

components is different. It is also perceived that the SP-TIC

approach can be used to provide an estimate of the dimension of,

the data set (i.e the number of maxima) prior to factor analysis.
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FIGURE CAPTIONS .

Figure 1.

a) A simulated overlapping evolution of three components, A, B

and C, results in a total signal that does not show the presence

of three processes.'' b) After squaring the intensities of. the.

three components, the total signal shows the presence of the

three processes. The intensities are expressed as a percentage of

the maximum total signal.

Figure 2. a) The total ion current (TIC) of a smoothed GC-MS

trace. There is no clear indication of the presence of threeý

components in the mixture analyzed.' The inset represents the

unsmoothed, partially resolved data set.

b) The TIC after the mass variables' were scaled to make the

length of all mass vectors in the data set equal.

c) The TIC resulting from the squaring of the scaled mass

intensities, the presence of three components becomes visible.

d) The TIC resulting from the fourth power of the scaled mass

intensities; the maxima assigned to the three components are

S clearly visible; spectrum number 6 represents dicylohexylamine,

10 represents diphenylamine and 15 represents dibenzylamine.

j Figure 3. Model spectra of the three components,

dicyclohexylamine, diphenylamine and dibenzylamine, are presented

in 3a-c, respectively.

The spectra at the local maxima in the plot given in Figure 2d,

which have the highest amount of the above three components, are

presented in d-f. overlap is obvious in 3d.

The mathematically extracted spectra,calculated on the banis of

1 -24- IN"
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the spectra in 3d-f, are given in 3g-h. It is obvious that these

spectra are similar to the spectra of the model components.

Figure 4. .The plot of the evolution of the three separate

components, represented by their pure masses, after the proper

scaling and the resulting TIC (solid line).

Figure 5.ý a) The total ion current resulting from oxidative

pyrolysis of DNA, GLY and BSA. There is a clear overlap between

the signals of the three components.

b) The TIC resulting from the fourth power of the scaled mass

intensities, the three components are clearly visible.

Figure 6. Model spectra of DNA, BLY and BSA are presented in

6a-c, respectively.

The spectra at the local maxima in the plot given in Figure 5b,

which have the highest amount of the three'biopolymers, are

presented in d-f. Overlap between BSA and GLY can be observed.

The mathematically extracted spectra,calculated on the basis of

the spectra given in 6d-f, are given in 6g-h. The presence of

GLY in the BSA component (Figure 6f) became less pronounced.

Figure 7. The plot of the evolution of the three separate

components, represented by their pure masses, and the resulting

TIC.

Figure 8. a) The TIC from oxidative pyrolysis of a group A

Streptococcus organism.

b) The TIC resulting from the fourth power of the scaled mass

intensities. Three processes can be distinguished. The maximum

indicated by a * is the result of secondary volatilization of .

pyrolysis products condensed on the glass wall of the probe.
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I Figure 9. The mathematically extracted spectra of each local

maximum *are shown (a-c) together with a model'spectrum of muramic

I acid (Figure 9d). The mathematically extracted spectra -did not

differ significantly from the spectra at the. local maxima

indicated in Figure 8b.

Figure 10. The plot of the evolution of the three separate

components, represented by their pure masses, and their resulting

I TIC.

S Figure 11. The TIC curve of the GC-MS data (Figure 2a), scaled

and raised to the fourth power resulting from a continuous

1 analysis mode.

I Figure .12. The mathematically extracted spectrum from applying

the SP-TIC continuous mode on the GC,-MS data in Figure 11. This

I spectrum is calculated by back-transforming the (length-scaled)

spectrum number 10 by multiplying the mass intensities by their

respective lengths. Compare with Figure 3e and 3h.

I

J .
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m/z 55 169 106

Spectrum # i
6 .1329 .0670 .0305

10 .0387 .3148 .1270 I
.0068 .0207 .3376

Table I: Contents of matrix A. Ii

-i2Dl
Eli
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ORIGINAL TIC OF SCALED-FOURTH POWER-DATA OF SEQUENCEDATA 1- 9 2-10 3-11 4-12 ...............

t a
1 I

t a a

2 2,1 2,2

t a a a
3 3,1 3,2 3,3

t a a a a
4 4,1 4,2 4,3

t a a a a a
5 5,1 5,2 5,3

t a a a
6 6,1 6,2 6,3

t a a a
7 7,1 7,2 7,3

t a a a
8 8,1 8,2 8,3

t a a a
9 9,1 9,2 9,3

t a a
10 10,2 1IC,3

t a a a a
11 11,3

t a a a
12

t a a

t
m

C1 = a
5,1

C2 = C1* a /a
6,2 5,2

C3=C2"a !a
7,2 6,2

Table II. Calculation scheme for continuous curve resolution.
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SFC/GC system-concerning detection of extractables from the

SFE/SFD/SFR module. In addition to the well-established

flame. ionization detector (FID) and conventional uv-vis flow

cells, new advances in fiber optics led to feasibility runs

to assess the potential of fiber optic monitors (FOM).

Results of these runs indicate significant FOM applications

for the analytical and process SF field, based on pioneering

work at Lawrence Livermore Laboratories and at the Center for

Process Analytical Chemistry, University of Washington (6).

Basic capabilities of the SFC/GC system are common to

modern instrumentation used in trace organic analysis;' e.g.,

the microprocessor-based unit has five coprocessors that

permit highly controlled operational parametexs, data acqui-

sition, and interactive display. Moreover, in addition to

embedded intelligence of the SFC/GC system operation, the

extension of applied AI (7,8) is reported with new develop-

ment of a proprietary CCS expert system network, microEXMAT.

This capability provides the researcher with a problem-

solving guide for the system, including analytical strategy,

instrument configuration, method development, data analysis,

and interpretation. The applied AI development involves a

decision structure outlined for four expert systems within

the microEXNMAT network using an implicit linking mechanism.

These advances in integrated hardware/software systems

are demonstrated in applications that require specialty

treatments, such as thermally sensitive materials

(propellants, foods, pharmaceuticals, etc. (9) as well as

L•



synthetic fiber studies; SFD analyses of environmental air

samples using charcoal sorbents; and SFR analysis of reaction

mechanisms/degradation. This combined sample processing,

on-line analysis, and data manipulation system using applied

AI within a highly automated environment illustrates "the

Integrated Intelligent Instrument" or (13) approach (•10

(Figure la). Applications of these interfaced units within

the SFC/GC system are shown for analytical problem-solving in

environmental and material sciences.

EXPERIMENTAL:

Materials: Fiber samiples were obtained from a manufa%- '

turer developing specialty treatments for product and process

(QC/QA) applications. Charcoal samples were obtained'in

environmental air sampling protocols anA analyzed in

different portions of the sorbent bed. Propellants and

energetic material, RDX, were supplied as a test series of-

formulated propellants and prepared for research at the

Ballistics Research Laboratories, Aberdeen Proving Ground, by DY
Leo Asoaka, Naval Ordnance Station, Indian Head, MD. All

ingredients were available individually for direct comparison i
to the formulated product. The matrix binder, hydroxy-termi--

nated polybutadiene, was formulated with all ingredients in

Formulation tI, except RDX; Formulation #2, with 40% by I
weight RDX, and Formulation #3, 80% RDX. The boron catalyst

is that referred to in previous studies of RDX thermal

degradation (11,12).

Instrumentation: The SF instrument configured for SFE,

77ý



SFD, and SFR is manufactured by Computer Chemical System%

(CCS), Avondale, PA as the Model 5000 SFCIGC with 301A to

163B SFE options and er-aipped with dual FID units. Explora-

tory studies with an FOM system operating in the visible

spectral regions from 400 nm to 750 nm were conducted in

Ij cooperation with Guided Wave, Inc., El Dorado Hills, CA, and

Prochem Scientific, McClure, PA. The FOM was interfaced in

the transmission-absorbance configuration to a CCS Model 5000

11 using the SFE module to monitor food grade dyes in oils as

they were extracted in the C02 mobile fluid at 1400 psi, room

•I temperature, and also at ,1000C.

Figure I schematically outlines the basic hardware/soft-

ware features and the general experimental arrangement. The

SFC separations were performed with a 100 x 1 mn microbore 3

micron C-8 column (Keystone Scientific, State College, PA)

using a linear pressure program (200 psi/2 min, 300 psi/min

to 6000 psi/10 min). This pressure program is superimposed

'1on the SFC printout, seen typically in Figure 2. A column

oven temperature program of 50oC/5 min, 20OC/min to 1800c/10

min was also used. one FID monitored the extraction unit

with a restriction permitting ca.. 6 ml/min CO 2 flow in the

"2000 psi range. The other FID recorded the column effluent

using a similar restrictor arrangement.

RFSULTS AND DISCUSSION

SFF Mode: Figure 2 presents the results when approxi-

mately 1-2 mg of formuldted propellants 1, 2, and 3 were

extracted at 3000 psi CO 2 at 1000C ana monitored with the



on-line FID. Variations in the extraction profiles indicate

the conditions were sufficient for the SFE of RDX and other

ingrEdients rom the formulations. Additionally, forty

minutes intoithe extraction, timed sampling for SFC analysis

took place a• shown for each of the propellants. Composi-

tional varia ions are indicated among the three extracted

formulations

Further study of the matrix polymer itself was conducted,

since sample homogeneity was of interest. Samples from two

regions of the same processed bulk polymer were examined

under identical conditions to give the SFE profiles seen in

Figure 3. TFe major profiles are similar for the two °~I
samle , .t a'infcn ifrec sntda h

beginning o4 the extraction profiles, as well as variations

in the composition of the extractables when examined with the

timed SFC analyses. Because of the sensitivity of the SFE

process to mass transfer effects (13), it appears that

changes in the viscoelastic properties of the bulk polymer

(cross-link~density, variations in prepolymer content, etc.)

.and/or the presence of residuals from the polymerization

process aze responsible.

Althougi the on-line FID monitor provided excellent sen- I
sitivity for these SFE profile determinations, an opportunity

was presented to test other on-line monitors that provide

nondestructive spectral or functional group information.

Advances in fiber optics (14) were thus assessed in a brief,

but important series of runs using stainless steel probes

6fI



interfaced at the exit of the SFE module. These bundled

fiber probes with sapphire windows were connected to a Guided

Wave monochrometer operating in the visible spectral region,

400 nm to 750 nm. The on-line monitoring of a blue dye in

olive oil solubilized by the CO 2 mobile fluid at 1400 psi was

recorded showing an absorbance maximum at 640-50 nm. This

feasibility series provided the first indication that fiber

optic monitoring could be successful in SFE studies. Since

FOM systems are commercially available for other spectral

ranges (uv/nir/ir), extension to fiber optic multiple moni-

toring (FOM 2 ) is anticipated in the SFE and'SFE-ACCUMULATOR

configurations, of particular significance when modifiers are

used in the CO 2 mobile phase. Previous interfacing to FTIR

(15) MS (16), and MS/MS (17) units by numerous workers thus

permits encoding applications/methods of interfaced intelli-

gent detectors (1 2 D) into microEXMAT.

SFE-ACCUMULATOR MODE: Fiber samples (30 mg) that had,

been treated with various additives were placed in the SFE

module. Extraction in the SFE module was conducted at 4500

psi for 20 min,wich a CO2 mobile fluid with the unit inter-.

faced via a restrictor to the on-line accumulator. Desorp-

tion (at 150 0 C) of the trapped extractables was followed by.

atu:tomattzd transfer into the on-line SFC to provide the

patterns shown in Figure 4. Excellent comparisons were made

of the fibers, A and B, differing in their specialty treat-

ments which involved oil and wax acditives. Such analyses

7
.1I



are useful in developing new treatment processes, as well as

in OC/QA operations.

SFD-ACCUMULATOR MODE: Charcoal sorbent beds were used in .

typical air sampling experiments to trap complex hydrocarbon -

vapor mixtures. The control charcoal had been speciallyI

treated to improve performance and was needed for comparison 3
to the loaded samples. Since emphasis is now on surface de-

sorption via the SF C02 mobile fluid, the extractor served as

a desorption chamber at 300 psi and 1000C for 100-200 mg

charcoal samples with the results given in Figure 4. The3

control charcoal showed low-level desorption (A4 attenuation)

relative to the loaded samples (x8). The two differentially

loaded charcoals alsu showed variations in SFD profiles and 3
in composition of the desorbed species by timed SFC analyses.

However, SFC analyses of this hydrocarbon mixture were not as

informative as well-established conventional GC capillary

separations. Therefore, the SFC/GC system was operated in I
the SFD-ACCUMULATOR-GC configuration to compare the composi- 3
tion 'of the two desorption mixtures with a 15 m x .025mm DB-5

bonded capillary fused silica column (Figure 5). It is 3
evident that the hydrocarbon distributions are significantly

'different, as were anticipated for these selected samples.

Hence, the use of SFD for environmental analyses was demon-

strated, followinq the reports of researchers at Battelle

Northwest Laboratories (18) and at Research Triangle

Institute (19).

SFR Mode: Analysis of the energetic nitramine, RDX, was

8•i 1
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conducted at 2000 psi near its melting/decompositionpoint,

205oC and the results are shown in Figure 6. Sampling at 20

minutes into the reactive SP treatment showed important

difference in degradation product distributions at 200oC and

at 2500C. The presence of boron catalyst,. of interest

because of its effect on propellant burn rate, showed further

effects in the complex RDX decomposition. These results are

of significance in the detailed research of nitramine thermal

decomposition mechanisms that have been reported extensively

and are covered in a comprehensive review by Filer (20).

More fundamental SF reaction chemistry has been reported by

Klein et al. (21a), by Dooley and Knopf (21b), and Metzger et

,-al. (21c).r

APPLIED AI: As is evident from the above experimental K
studies,.numerous configurations are needed to obtain

relevant information from diverse sample types, forms, and

amounts. The basic SFC/GC may be operated in several dif-

ferent modes, depending on the nature of the problem state-

ment and the sample involved. To guide researchers as to

general strategies and specific configurations that maybe

useful, an expert system network, microEXMAT, has been out- az

lined which presently consists of four linked expert systems:

strategy or problem statement, experimental configuration,

method development, and data analysis. Illustrations are

shown of the initial decision structure setup for (a) experi-

mental configuration and (b) method development, with typical

9



rules from a knowledge base that is being developed for (b)

(Figure 7a,b, c).

The ability to encode information gleaned from applica-

tions, literature references, research insights, and other F
heuristics specific to the SF field can be invaluable to

analysts. These aspects of our research make use of existing 3
software package s and, in some cases, newly written software

as well. For example, multivariate statistics software is I
commercially available from Guided Wave for data analysis

with their fiber optics systdms. Integration of these

packaqes into the CCS microEXMAT extends the intelligent

instrument concept to detection systems external to the

SFC/GC unit. And, since the FOM near-infrared (NIR) and

mid-IR probes are available (14c,d), an expert system to aid

NIR spectral interpretation, NIRI, is being developed within

the microE)YAT format to demonstrate the versatility of

applied Al. I

SUMMARY: l

Description of the 13 approach has been given with

specific emphasis on the highly automated SFC/GC system for

process and analytical studies that require the unique

attributes of supercritical fluid technology. Varied sample

processing modes may combine SF technology with thermal or

reactive treatments, so that SF extraction and desorption

processes may be assessed, as well as chcmical reactions.

Advantages of both on-line SFC and capillary GC separations

were shown in appropriate situations. using the wealth of

10J I



established GC technology wherever possible. On-line moni-

toring has been demonstrated with a conventional FID opera-

ting simultaneously with a prototype nondestructive FOM setup

at the exit of an SFE unit.

Importantly, these research results have shown examples

of SFE-SFC, SFE-ACCUMULATOR-SFC, SFD-ACCUMULATOR-Capillary

GC, and SFR-SFC in analytical regimes not readily studied by

other methods. Applications were made with samples of sig-

nificance to industrial R&D, OC/QA, environmental, forensic

and material sciences. The interplay of applied AI with

these specific instrumental configurations and methods has

led to a proprietary expert system network, microEXMAT, that

is being developed for the SF analytical and process field.

Future effort will be to establish the 13 approach in SF L
technology.
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DECISION STRUCTURE FOR THE EXPERT SYSTEM "METHOD DEVELOPMENT"

DECISION;
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SFE/SFD/SFR
SFC/HYPERGC/GC
SP THEORY
REVERSE MICELLE/MICROEMUL
POLAR/IONIC COMPOUNDS
OLIGOMERS, POLYMERS
SAMPLE PROCESSING
EXPERIMENTAL DESIGN

FACTORS;

(1) EXPERIMENTAL CONFIG

DIRECT INJECT, A
DHS/PYROLYSIS B
EXTRACTION C
DESORPTION D
REACTION E
HIGH TEMP/HIGH PRESSURE F

SF FLOW UNIT G

(2) SAMPLE TYPE
TYPE OF VALUES: UNORDERED DESCRIPTIVE PHRASES

VALUES:

CHEM CROUP 1
CHEM GROUP 2
CHEM CROUP 3
CHEM GROUP 4

(3) SF MOBILE PHASE
TYPE OF VALUES; UNORDERED DFSCRIPTIVE PHRASES

VALUES:

C02
HEXANE
PROPNE NE
PROPANE
SF6
N20
N113
S02
REVERSE MICELLE

(4). MODIFIER/COSOLVENT
TYPE OF VALUES: UNORDERED DEStRIP IVE PHRASES

VALUES:

MEOH
ACETONE
N-OCTANE

"(5) EXPERIMENTAL DESIGN

FRACTIONAL FACTORIAL ( 2 k)

BOX-BEaNKEN (35)
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Abstract

Pyrolysis - atmospheric pressure chemical ionization was

used to study the thermal decomposition of the energetic

material cyclotrimethylenetrinitramine (RDX) and characteri-

zation of the individual molecular ion products was accom-

plished by tandem mass spectrometry. The analysis was aided'|

with pyrolysis mass spectra of the N- and perdeuterated RDX 3
isotopes, and molecular formulae were derived for the m/z 46,

60, 74, 75, 85 and 98 molecular ions in the RDX pyrolysis-

mass spectrum. Equivalent fragments between the daughter ion

VeIs spectra of the unlabeled and labeled RDX were determined

iik order to define a structure for each pyrolysis feature. i

Daughter -ion mass spectra of pure, reference compounds con-

fi.-ined the identity of five of the six molecular ions.

Pe(-euterated RDX analyses provided evidence that m/z 74 and

'5 are N,N-dimethylfocmamide and N-nitro~odimethylamine, 3
respectively, rather than the currently accepted structures

of nitroformimine and its protonated form, respectively.

m/z 46, 60 and 85 were identified as the protonated forms of

formamide, N-methylformamide and dimethylaminoacetonitrile,

respectively.
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Kev Words:

Pyrolysis, atmospheric pressure chemical ionization,

tandem mass'spectrometry, RDX,.propellants, isotope analysis,

cyclotrimethylenetrinitramine, explosives, daughter ion

analysis, nitramines, decomposition, mass spectrometry.
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INTRODUCTION

Reaction rates and chemical mechanisms are two key-topics

that are fundamental to an understanding of the ignition/com-

bustion process and product distribution of compounds used in

propellants and explosives. Even more important are 4
questions that address the thermodynamics, kinetic parameters

and catalytic influences on the rate and end-product'distri-

butions in the ignition, combustion and detonation of solid,

propellantsI. A structural analysis of the key fragments and

intermediates resulting from the controlled heating of ener-

getic compounds can yield important information relative to

the understanding ard enhancement of thermal processes. For

this purpose, analytical pyrolysis/concentrator-gas

chromatography was used to generate nitramine thermal

decomposition profiles 2 -4 . Furthermore, a large body of

information exists on decomposition products of nitramines

in the form of molecular formulae obtained by accurate mass

measurements with high resolution mass spectrometers5-8I

However, few studies can be found that have produced direct,

unambiguous analyses that delineate the structural identities

of the end products.

Two compounds which are commonly used as ingredients in

explosives and propellants are the nitramines cyclotri-

methylenetrinitramine (RDX) and cyclotetranitramine (11MX).

The former compound was chosen as a model for a structural

analysis of the product molecular ions produced under oxida-

tive pyrolysis, atmospheric pressure chemical'ionization

4



(Py-APCI) conditions.

15
Perdeuterated and N-RDX were used in isotopic analyses

of the key RDX mass spectral features, as well as collision-

induced dissociation of the molecular'ion products for

comparison to daughter ion mass spectra of pure standard

compounds. Some of the RDX iy-APCi mass spectral

feacures can be found in the Py-mass spectrometry literature

for a number of important propellants ingredients 5 1 2 .

RESULTS AND DISCUSSION

Molecular Formulae by isotope analyses

Figure la presents the Py-APCI mass spectra and structure of

RDX. Molecular formulae and structural interpretations of

the individual features in the Py-APCI mass, spectrum of RDX

are indeed formidable .challenges. Therefore, isotopic

analyses were performed in order to provide information to

characterize each of the separate mass spectral features.

1 15Figure lb,c depict the Py-mass spectra of (IH, N)-RDX and

2 14(2H, N)-RDX, respectively. Note that Figures lab show six

main molecular ion features, but the perdeuterated RDX mass

spectrum has only five main features. Table 1 summurizes the

equivalent features for each of the RDX isotopes. For exam-

ple, m/z 46 in Fig. la is observed as the m/z 47 ion in both

N and deuterium RDX isotopes, indicating that the m/Z

46 feature contains one nitrogen and one hydrogen atom that

originate from RDX. An m/z 74 analysis (Fig. 1 and Table 1)

shows that it contains one nitrogen and seven hydrogen atoms,

and a similar treatnent with m/z 75 yields two Witrogen and

5



six hydrouen atoms that originated from !ýDX.

Isot pe analysis of each molecular ion from RDX produced

a CHNO w rking formula (first column in Table 2) highlighting 5
the numb r of hydrogen and nitrogen atoms that must be a part

of the m lecular ion and derived from RDX. The table of

differenj CHNO molecular formulae for a given mass found in

Silverst in et al. 9 was consulted for a tentative match to

each of he six main features in the Py-APCI mass spectra.
|9

None of ýbe molecular formulae in Silverstein et al. 9

contained HN combinations equivalent to the working formulae

in Table 2 for each respective mass. Therefore, it was pro-

posed thAt some of the RDX features were actually protonated

forms of|the working formulae. The proton.ted working

formulae are listed in Table 2 and indeed, from Silverstein's

tables9 , m/z 74, 75, 85 and 98 each had only one molecular

formula ýonsisting of the respective number of RDX-derived

hydrogen and nitrogen atoms with an extra proton. With thisI

information, the number of carbon and oxygen atoms were auto-

maticallý known for each- formula, and the protonated molecu-

lar formulae for m/z 74, 75, 85 and 98 can be found in the

last column of Table 2. However, wr/z 46 and 60 did nc-

result in similar analyses, hence, the formula that had

the least number of hydrogen atoms over that from the

protonated working formula of the respective feature was

chosen as a tentative molecular formula. These analyses of

m/z 46 and 60 produced formulae of [ICH NO]H and [C2H5NO]H
3 2 5

respectively. Structural analysis of the six Py-APCI mass

• 6



spectral features from RDX are detailed in. t e fol lowincl

discussion.

m/z 46

The perdeuterated RDX isotope mass spectrum Figure lc) por-

trays a negligible amount of the m/z 46 feat re. This leads

to the elimination of nitrogen dioxide (NO2 ) as a candidate

for m/z 46 (Fig. la) in the positive ion mod . Furthermore,

m/z 46 contains not only a nitrogen but also one hydrogen

originating from RDX as is evident from the /z 46 shift to

m/z 47. It is well documented6-8, 12 that h ating of RDX

NIO under many different conditions and an intense

m/z 46 feature has been observed in the neg tive ion mode

r under Py-APCI conditions (data not shown).

In thi daughter ion spectra for m/z 46 ind 47 (Fig. 2),

it appears that m/z 18, 28 and 29 in the un abeled compound

(Fig. 2a) result in m/z 19, 29 and 29, resp ctively, for both

1nd 2
N tnd H isotopes of RDX (Fig. 2bc). No oxygen or carbon

J shift from m/z 18 to m/z 19 in both isotope . This leads to

the conclusion that NH 4 is the only possible structure, be-

cause (a) the n itrog,•n and one hydroqen ato( originate from

P•DX and ý1) th- other hydrorynq must origin ite from the ionj 'ourco. The 2,q am'j fraiment increases by Lne aimu for both

'RDX inotope qppcien which suqgests the (CNI I]1+ and/or LIICN]11+

, innq, whe~re one proton origina-tes fro•h RDX and th*e othe~r i-.In i$sorongn. wh::r m/z 29 ion in F2q. 2a >is obnrved

, rornain ;it 2') in b)oth 1,Aj ht r ion masis spectra

{7 '0 ai
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(Fig. 2b,c) an, can be rcpresentee' by the CO~1]+ fr-igment,

where the liberated carbon monoxide is associated with a-

source proton. From this analysis, two possible structures

with a molecular formula of CH4 NO can be considered: a pro-

tonated isocyanic acid derivative, [OCNH 3 ]H+, or protonated

formamide, [HC(O)N!I 2 3H+

Figure 2d shows the daughter ion mass spectrum of

protonated formamide. In a comparison of Fig. 2a and Fig.

2d, protonated formamide is indeed the m/z 46 feature in the

Py-mass spectrum of RDX. A paradox exists, because the

proton (Fig. la) and deuterium (Fig. ic) isotope analyses

indicate only one RDX-derived hydrogen, while formamide

contains three inherent protons. Possible explanations for

this observation are that (1) free radical hydrogen atom

reactions could occur in the melt and/or gas phase-and (2)

formation of HCN from RDX pyrolysis followed by hydrolysis

with atmospheric/RDX decomposition-derived water and subse-

quent protonation in the ion source.

_m/z 60

An analynis of the (Iaijqhtfr ion spectr, of the m/z 60

mol,-cular ion fro-m RDX andi it:i in,1otope, (Fig. 3a-c) revals

ke-y fraiqmnts for thin ion. A m,,thyl function is obvious and

m/z 20 conn•gmn of ont- nit roqsn and on•, hydroqen from RDX

(Fi. 3,1) . The m/z ?n fr.,orment aipwars to be [iCN111 where

one hydro(qjen :o•mTn from MiPX and thtr other io a source proton.

The, m/?, 42 iLViuqht*,r ion fs,,itutr, cord t.tins one nitroclen andA

foltir hy,1rorjcn , t 'ni from theý IWX ma lv-cul I (Fi j. 3d)M , and the

9 1



CUj (~CN(H)C' and {CH NCHI* fragments appear to be logical

candidates. A consistant 18 amu difference appears between

"each respective primary molecular ion and highest mass
•.daughter fragment, i-e., 60,- 4Z.(Fig. 3a), 61 -43 (Fig.

3b), and 64 - 46 (Fig. 3c) and strongly suggests the presence

of an oxygen atom. Possible candidates for m/z 60 can be

I H3CNHC(O)H]H+, 2H0CNCH]+'H 0 or a mixture of the two.

Figure 3e shows the daughter ion mass spectrum from

protonated N-methylformamider. A comparison of Figs. 3a and e

II shows that m/z 60 is indeed'prdtonated- N-methylformamide,

CH 3CNHC(O)H]H+. An explanation can be invoked for the

presence of the two extra hydrogen atoms that is similar to

that of the m/z, 46 analysis.

m/z 74

IjFigure 4a-c presents the m/z 74 daughter ion mass spectra of

RDX and its isotopes. Because of the one amu proximity of

m/z 74 and 75 (Fig. la), daughter ion spectra of both species

were obtained where the calibration of the m/z 73, [H2 0] 4 H

reagent ion produced a bseline-to-baaeline profile from m/z

72.5 to 73.5 and a peak width at half-height of 0.7 amu.

This procedure minimized daughter ion contribution of m/z 75
to the mass spectrum of m/z 74 and vice ver'sa. The molecular

formula of (C 3 H7NO]H+ (Table 2) reveals that it is a pro-

tonated ion containing one nitrogen and one oxygen atom and

seven hydrogen atoms originating from RDX. This molecular

ion contains one more hydrogen than the RCX molecule itself

which strongly suggests intermolecular interactions in the

Ii9



melt state as well as reduction chemistry taking place durinig

decomposition.

Figure 4d summarizes the daughter fragment ion distribu-

tion in Fig. 4a-c, and it is clear that at least one methyl

moiety is present. An m/z 30 analysis tentatively indicates I
a CH3 CN]H+ moiety, and m/z 42 appears to be a CH3 CNCHJ+"

fragment. Protonated carbon monoxide can account for the m/z

29 fragment (Fig. 4a-c). The m/z 46 feature appears to have

one nitrogen (Fig. 4d), however, the 2 H-RDX mass spectral J
interpretation of this fragment is unclear (Fig. 4c). Figure

lc and Table 1 show that both m/z 74 and 75 in the unlabeled

compound produce an m/z 81 feature in the perdeuterated sam-

ple. Therefore, structural interpretations of the unlabeled

RDX m/z 74 and 75 species based on the perdeuterated deriva-

tive were interpreted with caution because of the two dif-

ferent m/z 81 molecular ions contributing to the same

daughter ion mass spectrum (Fig. 4c). The CH3CCHNO]+" or

H 3 CNCHO structures can account for the m/t 58 fragment

while ether and hydroxy structural fragments were rejected.

Possible structures for m/z 74 include N-oxide compounds

such as [H 3 CN(O)CHCH 3 I or CHCN(O)CH2 CH3  However, be

cause of the inherent charge on the former epecies, a source

proton would not bind to it, and this interpretation would

leave the molecular ion at m/z 73. The latter compound

would be expected to yield an intense m/z 29 ethyl daughter

ion fragment since NO is a good leaving group. The daughter

ion masi Apcctrum of protonated N,N-di-methylformamide



33' 2 (Fig. 4e) Show's .1 Gatisfactory relationshil)

with that of Fig. 4a. Note that the m/z 74 ion is indeed

-I composed of an m/z 73 molecular ion with an ion source proton

attached to it (Table 2).

m/z 75

Figure Sa,b presents the m/z 75 and 77 daughter ion mass

3 spectra of 14N- and 15N-RDX, respectively, and the isotope

fragment analysis (Fig. 5c). The perdeuterated-RDX mass

spectrum of m/z 81 was already presented in Figure 4c.

Relatively few daughter ion fragments are observed as

31 compared to m/z 74. A methyl group is present, an m/z 43

analysis reveals ENCHNH I+", HNCNH 2 I+' and CH3 CNN]+" as
23

possible structures (Fig. 5c), and the features in the

vicinity of m/z 30 were neglected due to their lcw abundance.

The m/z 58 fragment could be represented by the

CH H3 CNCHNH 2 1+, CH3 CNHCNH2]+.' and E(CH3 ) 2 NN)+" structures, and

the remaining 17 amu (to produce m/z 75) can come from an

oxygen and ion source proton. Structures that best satisfy

the daughter ion mass spictral information are

[H3CN(O)CHNH 2 ]H+, [H 3 CNHC(O)NH 2 ]H+ and [(CH3)2NNOJH An

jm/z 75 daughter ion mass spectrum of protonated N-nitroso-

dimethylamine C(H3 C) 2 NNO]H+ (Fig. 5d) was identical to that

of m/z 75 in RDX (Fig. 5a). This structure is similar to

that for m/z 74, with the formyl group being replaced by an

NO group.

ii
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Ia.l/z 85

The molecular formula as proposed in Table 2 is unusual in

tI-at Lt contains one carbon and two hydrogen atoms moce than [
the RDX molecule itself (Fig. la inset). The daughter ion

* iass spectra of m/z 85 and the corresponding isotopic mole-

cular ions are presented in Fig. 6a-c. Figure 6d presents an

analysis of each of the fragment ions in terms of equivalent,

respective fragments for the unlabeled and labeled molecular

' ions.

At least one methyl group is observed and m/z 30 appears

to be a [H 3 CN]H+ moiety with an ion source proton (Fig. 6d).

m/z 44 contains one nitrogen and five RDX-derived hydrogen

atoms and appears to be any one of a number of fragments with

a chemical formula of CC2 H5 N]H+. m/z 45 contains one nitro-

gen and six RDX-derived hydrogen atoms with structural permu-

tations having the CC2H6N]H+ chemical formula. m/z 69 (Fig.

6a) contains two nitrogens and only four hydrogens derived

from RDX and is 16 amu apart from the molecular ion.. This

difference suggests an oxygen atom, however, this atom is not

found in the protonated molecular formula (Table 2). Alter-

* native sources of the 16 amu loss are either a methyl group

and source proton or an NH group with a source proton,

[NH]H+. With the aid of the isotopic analyses, a small suite

of compounds was selected, and their daughter ion mass

Sa spectra vere obtained. Protonated dimethylaminoacetonitrile,

[(CH ) NCH CN]H+ (Fig. 6e) produced a better match with Fig.
3 2 2

6a than that of the other test compounds. Note that

12



Ii
(CH 3 ) 2 NCH 2 CN has one carbon and two hydrcgen atoms nore than

RDX itself. This indicates that its formation is the result

of intermolecular reactions among primary products and

3 implies that reduction reactions are involved.

m/z 98

The molecular ion CC3 H3 N3 O)H+ (Table 2) consists of only

* three RDX-derived hydrogen atoms and strongly suggests a high

degree of unsaturation in the molecule. Figure 7a-c presents

the daughter ion mass spectra of m/z 98 and its nitrogen and

hydrogen m/z 101 isotope equivalents. The methyl group is

not observed, and m/z 28 appears to be protonated hydrogen

cyanide as shown by the fragment analyses in Fig. 7d. A

structural analysis of the minor m/z 16 feature suggests the

3 £NH)H+ group. m/z 44 is most likely protonated cyanic acid,

[HOCN)H+ or the isomeric structure [HCNO]H+, and m/z 54, in

i' consideration of the structure of RDX, can be the ENCHNCH)+"

fragment Seventeen amu added to the m/z 54 fragment would

iI yield m/z 71 suggesting an oxygen/proton combination.

3Possible structures for this fragment can be (CHNCHNO]H+

[CHN(O)CHN]H+, ENCHNCHO]H+ or [NCH(O)NCH]H+ where the oxygen

jatom is located on an internal or external carbon or nitrogen

* I atom.,

a To the best of the authors' knowledge, coupounds with the

chemical formula C3 H3 N3 0 are not commercially available, and

i therefore Fig. 7e,f presents two possible structures that

best fit the isotope fragment analyses of m/z 9ý. Figure 7e

is a protonated triazine-N-oxide and Fig. 7f represents an

13
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equivalent st ucture exzept that t>., .xygen is situatedt on a

carbon atom. An inter- or intramolecular oxidation reaction

could take place on the RDX molecule which would lead to the

proposed structures. The latter structure is a more attrac- I
tive candidatý in that it could act as a direct intermeliate

ir the formation of the m/z 46 and 60 formamide-derived

products. I
Low vs. Atmospheric Pressure Thermal Products of RDX

The chemical formulae and structural identities of the

m/z 46, 74, 7 , 85 a-ýJ 98 features generated under Py-APCI

conditions are in contrast with many of the experimental I
findings in the literature. 5 7 ' 9 1 2 ' 1 4 2 2  Sample conditions I
such as field! desorption and direct insertion and solids

probes with whter, methane and isobutane chemical ionization

6, 7,9, 11,23-26 6,7,01(CI) and electron ionization (EI)6'l0,II have

yielded an m/z 74 feature that with accurate mass measurement I
(AMM) corresponds to [CH2N202]+". In the above studies,

nitroformimine, ECH,2 NQ 2 1 was proposed as the compound,

and this species was also observed with infrared multiphoton I
27dissociation of an RDX molecular beam. AMM of m/z 75

produced a chemical formula of CH3 CN2 02 ]+, and this

species was rationalized as protonated nitroformimine.

Spangler et al. 1 4 have shown that with flash evaporation of I
RDX on a solids probe in a heated atmospheric pressure ioni-

zation source, a mass-identified ion mobility peak was found

for m/z 75, and the authors assumed the identity of the ion

14



was protonatedi nitroformimine. In the present ceport, how-

" ver, under similar pyrolysis and ionization conditions,

tandem mass spectrometry isotope analyses yielded the

formamine and nitrosoamine derivatives for m/z 74 and 75,

respectively.

UI and CI ( /v I torr) AMM have sbown that m/z 46 and 85
are represented by the NO +6,7 and triazine (C H7 2,6

ar resne2 a3 ( 3 7N3 ,
respectively. In this study, atmospheric pressure

thermolysis of RDX also yielded these mass spectral features,

however their identities are different in that protonated

formamide and protonated dimethylaminoacetonitrile are

SJ responsible for the m/z 46 and 85 features, respectively., In

addition to Py-APC!, pyrolysis of RDX under EI condi-

tions6 '7l, 0 , 2 2 has also produced the m/z 98 feature with an

AMM-derived chemical formula of C3 .H4 N3 0 +". A structural

determination of m/z 98, however, is less definitive in that

only protonated triazine oxide (Fig. 7e) has been proposed in

the literature while the Py-APCI daughter ion analysis tends

j] to support the carbon-oxygen analogue in Fig. 7f.

These observations strongly suggest either (a) that a,

.f different chemical mechanism or additional chemical steps

take place in the decomposition of RDX when it is thermally

treated under atmospheric pressure conditions as opposed to

the low pressure, conditions (< 1 torr) used for mass spectral

analyses of RDX and/or (b) previous studies were not robust

in design to distinguish between the assumed structures.and

15 4

1. •, .IJ



those found in the present study beca-ius2 Hf the absence of

perdeuterated-nitramine analyses.

CONCLOSIONS 1
Analytical pyrolysis-APCI was used to impose selected

temperature and pressure conditions for the oxidative

degradation of the energetic material RDX. Structural

characterization of the pyrolysis products was achieved using

15N- and 2 H-RDX with triple qurdrupole mass spectrometer I
instrumentation. Py-APCI tandem mass spectrometry revealed

important insights into the decomposition of RDX under the I
selected experimental conditions. The combination of

pyrolysis-atmospheric pressure ionization triple quadrupole

techniques with isotopically-tagged samples wa3 shown to be a

powerful tool for structural elucidations an6 provided

structural assignments that had not been reported in the

previously cited mass spectrometric studies of RDX decompo- 3
sition.

EXPERIMENTAL I
A Sciex (Toronto, Canada) TAGA 6000 atmospheric pressure

chemical ionization (APCI) triple quadrupole mass

spectrometer was used as the analyzer and detector for mass

spectra collection. Background methods and general operating

procedures for an APCI-mass spectrometer system have been

discussed by Dawson, et al. 28,29 and the operating condi-

tions for the present study can be found elsewhere.

Normal operating pressure in the conventional mass analyzer

16
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mode was 2.5- 3.0 x 10- torr, and all daughter ion ant'/ses

1 -5
I were obtained with a 6.0 x 1- torr pressure of argon

I collision gas.

Pyrolysis of the solid samples was conducted with a

Pyroprobe Model 122 controller (Chemical Data Systems,

Oxford, PA), with the platinum coil desorption probe.

Pyroly.is was conducted with the temperature ramp (risetime)'

in the off position and the final set temperpture was 360 0 C.

All runs used ca. 0.5 - 1.0 mg of powdered sample positioned

1I in a quartz tube with quartz wool. The tube was placed into

the desorption probe, and the latter was inserted into the

j iion source of the mass spectrometer. Details and a schematic

of this interface are presented elsewnere . All pyrolysis

i experiments were performed with an 80 mlimin air flow from a

I compressed air cylinder (MG Industries, Valley Forge, PA).

Samples of 1 5 N-RDX and perdeuterated ( 2H)-RDX were obtained

as -gifts from S. Bulusu, Armament Research and Development

Center, Dover, NJ. In preliminary experiments,'all RDX

i I samples were observed to contain acetone (m/z 59) in the

pyrolysis mass spectra, and therefore they were vacuum-dried

for one week to eliminate the solvent. Formamide, N,N-di-

methylformamide, N-nitrosodimethylamine and dimethylamino-

acetonitrile were obtained from Aldrich Chemical Co., Inc.,

Milwaukee, Wisconsin, and N-methylformamide was obtained from

Eastman, Rochester, NY in high purity, and all were used

.1 without further purification. Mass spectral analysis of

17
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the ;e I iqui,I corMpoun'-s we:* .)At. ie I iy !ir.:ct '.vanor

sampling.
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FIGURE CAPTIONS

I. Pyroysis-APCI mass spectra of (a) RDX, (b) 1'N-RDX and

2.(c) F H-RDX. The structure of RDX is shown as an inset in

Figure la.

S2. Pyrolysis-APCI daughter ion mass spectra of (a) m/z 46.

15 2RDX, (b) m/z 47, N-RDX, (c) m/z 47, H-RDX, (d) m/z 46,

protonated formamide.

q 3. Pyrolysis-APCI daughter ion mass spectra of (a) m/i 60.

i13 2
RDX, (b) m/z 61, N-RDX, (c) m/z 64, H-RDX, (e) m/z 60,

protonated N-methylformamide. Figure 3d presents the m/z

value for each major, unlabeled RDK daughter ion fragment

and its equivalent fragment in the nitrogen (N) and

hydrogen (H)-labe&ed RDX iostope.

4. Pyrolysis-APCI daughter ion mas spectea of (a) m/z 74,

RDX, (b) m/z 75, ' 5 N-RDX, (c) m/z 11, fW-RDX. (e) m/z 74,

prutonated Nt.-dimethylformamide. Refeir to Fig. 3d for

explanation of Fig. 4d. (1) unclear m/z assignment.

5,' Pyrolysis-APCI daughter ion mass spectra of (a)im/z 75.

RDX, (b) m/z 77, 1 5 N-RPX, (d) m/z 75, protonated N-nitro-

3odimethylarr ine. Refcýr to Fig. 3d for explanation of

Fig. 5c,
6. PyrolsIs-ACl idnuqhter inmasspctrof (a) mi/ 85

RDX, (1",) 9/ 7, 5N-1RDX, (c.m/z 13, 21-I , )m/ 8 ,

'. proton,•tld d inthy].amiri.cetiorit rile. Refer to Fi'g. 3d

for explan.ition of Fil. 6d.

7. Pyrclysis-APCI daughter ion mans ip,:2ctra of (a) ;n/z 98,

41r< (1) r/z I~I, N-PDX, (c) m/i olI, , --RDX. Refer to

! i ] 19



Fig. 3d for explan,,tion of F -.q 7d. (e),(f), possibe

structures for m/z 98, RDX. I
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TABLE I.

PRIMARY PY-APCI MASS SPECTRAL iFATURES FOR RDX AND

11 ,CORRESPONDING SIGNATURE$ FOR THE

..5_ and 2 H-RDX ISOTOPES (SEE FIGURE 1).

NJ RDX Isotope r,/-

r 14N, I1 46 60 74 75 85 98

15 N, 1H 47 61 75 77 87 101

14N H 47 64 81 81 93 101

Ii

I]

'1j
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I
TABLE 2.

DETERMINATION OF THE MOLECULAR FORMULA FOR EACH

MOLECULAR ION IN THE RDX PY-APCI MASS SPECTRUM I
(FIGURE la) !

m/z working protonated molecular
working,

formulaa formulaf

46 C HNO C H NO [CH3 NOJH +
n x n2 x

60 CnH4NOx CnH 5NOc HCH5NO]H÷

74 CnH 7 NOx CnH8 NO x C 3 it 7 N )O]H+

75 CnH6N20x CnH 7N20c [CH6N20]H+
85 CnH8N20x Cn719N20x C 64H8N2 +

985 C H NO0 C H NO 0 C H N 0 H

98 n33x n 4N30x 3N33

SDerived from the isotope analysis in Table 1. The n and x

subscripts are not necessarily the0 same values for each m/z.
b I

bProtonated form of the working (isotope-derived) formula.

CMolecular formulap were derived by matching the protonated

formula with each respoctive list of possible CHNO molecular

formulae for a qiv-i m/z in reforenc, 9.

I I.IL
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PRESENrID IN PART AT FACSS MTG., ST. LOUIS

TIME-RESOLVED ANALYTICAL PYROLYSIS STUDIES OF NITRANINE
DECOMPOSMTION WITH A TRIPLE OUADRUPOLE MS/MS SYSTEM

*I S.A. Liebman, GEO-CENTERS, INC., U.S. Army Chemical Research,
Development and Enaineerinq Ccnter, Aberdeen Proving Ground,
Maryland, 21J10-5423
A.P. Snyder, J.H. Kremer, D.J. Reutter, U.S. Army Chemical
Research, Development and Engineering Center, Aberdeen
Proving Ground, Maryland 21010-5423
M. Schroeder, R.A. Fiter, Ballistic Research Laboratory,

Aberdeen Proving Ground, Maryland 21010-5423

SUMMARY

An energetic nitramine, RDX, has been studied over
selected thermal ranges and environments with a pyrolysis
unit interfaced to an atmospheric pressure chemical ioniza-
tion (APCI) tandem mass spectrometer (MS/MS) system. Pro-
grammed and pulsed ther.nolytic decradation conditions under
oxidative and non-oxidative atmospheres resulted in complex
product distributions. Use of selected boron-containing
compounds gave evidence of catalytic activity in the RDX
degradation. Identification by daughter-ion MS/MS analysis
was attempted for key volatiles of m/z 46, 60, 74, 75, 85,
97, 98, and 103. An integrated the3rmal degradation profile
of RDX was thus probed by monitoring the volaLile products as

they were generated during slow programmed heating (60 C/min)
from ambient to tempsratures near the ROX melting/decomposi-
tion region (190-220 C). Implications of enhanced nitramine
performance are suggested.

": I INTRODUCTION

Extensive literature is available for the study :)f
nitramine degradation (1,2), and in particular, RDX (cycl.o-
trimethylenetrinicramine) (3,4). However, the early experi-
mental work was conducted under a multiplicity of conditions

that make it ditficult to delineate the fundamental stages in
nitramine degradaticn. The present work was focused on care-
ful thermal processing of small amoL'nts (mg) of RDX under a
wide range of h, ating rates, final temperatures, dynamic/
static atmospheres, and in the presence/absence of potential
catalysts. The uqe of analytical pyrolysis has developed

extensiveiv over the past two decades (5) with time-resolved
analyses being reported using on-line gas chromatography
(GC), Fourier Transform Infrared (FTIR) and Mass Spectral
systems. Real-time monitoring by the APCI MS/MS system
permitted sensitive detection and, in several cases, distinct
identification of the volatile species.
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A maiority of studies have showk that RDX thermal IV
decomposes to give NO , tormaldehydD, CO2, N 2 0, and several
postulated rina-scission traqments, none ot which have been
satisfactorily identified. Whether the initial step is an
N-NO bond scission (leadinn to NO ) or C-N bond cleavaqe I
(lea 3 inq to Cil 0 and N 20) has not o.en determined. ESR
studies by "ey~r et al. (6a) and re ent experiments at the
Naval Research Laboratory have prod ced evidence (6b-d) I
showinq that detinite free radicals were produced in early
thermal decomposition, one of which was consistent with a
spectrum of NO2 . Other ESR pattern with complex hyperfine I
structure were a)so produced both i solution and solid statedecomposition treatments.

EXPERIMENTAL

A. Samples of RDX'were obtaine by recrystallization
from acetone, vacuuim dried, and wer ground to a tine powder
(unsieved) of ca. 100 mesh. Roron-:ontaininq comnounds were
supplied trom proprietary sources, 'a? 0 from Aldrich
Chemical Company, and Tal 2 from pri a e sources. Mixtures
were 75% RDX physically mixed wit 25% additive. All
runs used ca. 1-2 rig powdered sampl placed in the ouartz
tube of the Pyroprobe in the usual anner.

B. T'ermal processinq of-sampl s was conducted with a
Pyroprobe Model 122 (Chemical Data Systems, Oxford, PA).
Many series 8 f pulse pyrolyces were conducted, at the fastest
risetime (75 C/'ms) to varieof inal temperatures (from 200 C
art several intervals to 1003 C). P oqrammed pyrolysel were
conducted at controlled ramp rates of 60, 120, or 300 C/rnin
to varied final temperatures in the above ranpe. The most
informative rate, 60' C/min, was usv to compare prcKluct dis-
tribution's under air or N2 atmonphereq with varied additives.

Interfacing the Pyroprobe to the MS/MS system was
accomplished by insrtinq the lPyroprobe Pt coil probe into a
glass tube fitted with positioninq iiwq fo ensure a uniform
gas flow over the sample region dur inq thermal treatmnntn.
The 'end ot the Pyroprobe coil w.in ;'sittionr.d within the qlads
tube such that the end of 1.he coil a's ibout 1.0 cm t rom the
corona dir;eharqe neodle tipz in tho inlet. Fiqure I shows
a ;clematic of the nample probe an',its relative rposition in
th" ion soujrc( ,

C. A *4i".,x TA(;ACM 610'0 Al'Cr( t j;l[P cwa rij rupol" MS!/ ,

.system was operated in the MS mode for total and se(lctitd ion

monitoring (7). Pasic ;. teronrr-n r,' ths- in-.triimentation -,nd
me;thods are noted elsewhere tH, Q). Adliti.onally, imýortant
seJected parent ions qcvn(erated in t-so th.'rmal prucresisl-u

,toia were svlected fo: Ar col ision-inducr'd-d u,;oc.ltion
(CD) and' examination was m ideý of t He da•'qhtr-ion mcectra

: Tor;-xoZ,,uctural ntormdtions A comolt d er.pt whnI0)



,itc Ii s-tr j•es o)t Oa ta wgr! ro I i cr(Ced o I iv a ref renc run orf eimX
to vtrity tull instrumental reproducibilitv linits.

SKSULTS AND I)IUSCSSON

RDI Thermolysis

Hased on numnerous runs under the experimental conditions
noted to be important from an earlif-r Box-PFehnkPn exnerimen-
tal ot.siqn (11), the threshold triper 8 ture reqion for pro-
qrammed thermolysis was chosen aS 0 250 C. The most intorma-

tive rate was determined to be 60 C/min. and both inert (N 2 )
and oxidative (air) atmospherps were used in the study.
Holdinq the sample at the 250 C final temperature tor one
minute was also a selected parameter for the series based on
comparative runs.

Figure 2 shows the time-r,,•olv"-I analytical nyrolxsis

resultA from tnermally processinq RDX under air at 60 C/min
to 250 C with A on#? minute hold. Volatile products detected
uridter these conditions are touni at m/i 44, 46, 60, 74, 75,
82, 85, and 94 (Fiaure 2) . The earl ieit detected feature, 46
is noted alonq with m/z 98 (both sliqhtly under 8.0 minutes).

Ps~aks at 6ý0, 74, 75, and 85 art, ot'-c ted in nirjn if icant
amounts just after 8.2 minutes, while only small lvels ot 44
Jnd U2 art ;e(en.

Fielure 3 shown the ,ir-nration and decay profiles of these
"selocted specieýs when the proqrimmo-d thermal treatment was
cond'uc ted und.r N,. A 51 iIht dlty in appearance of m/t 46
wit,; notod (ca. H.2 min mm •.on ,irod to ca. 7. mrin unt,,r air), as
w-lI I as'a st,.+,per initiail rat- ot evolution. W.)th atmos-
pheres produccm a simil.ir rate of decay. Hence, a sliqht

TA ovral I d,,lay in volatil, n rodict ,,volution was noted und(r
t. lit inert a tm,)ph' ro rel ,t. iv,, to the ox Idat ive one. This is
turthr -.upported by i co>m•pir i ;n of thts timos for the total
ion maxima; 9.2 min tor N 2' and 8.7 ninder air ('Fiqure 4).

POIJX ihvrrmnolyIs with iio)r(hvydrl id' Addittiv#!;

Ilii rintII JtIC O ( ) t .)r41 (~el r frýiyp1r m d ( "14 ~taI s on I'!lx
r,, rnt) I v ;- ) '; i.i] , .h,,wr i in F-I,irF,'; 2-4. F.,n lu•t)l ot rm/!

4• N' ) 1,; nort k li,'t. ,l r' ,•~ / ) th,,tm(v,dyn<imticl ly

L, r, iO Iho t if , .itiIy, , it t vh,

,)r'•i,, rlt d '1,-c - d ' wit h P- I)x. +ii • ' ilrre'Ir t h '';,o m oe x , ',r ,, rt.'nt al
) 0 1, t ( F,'pr ' 2) . : -' , - -iri f !,/ ' 41 s; ,

"ir r'-'t,,•a ý .-J / ,) (,'c'r6',0'?c-, ,rid rn / 4 i'i ''•.'entiz l ly
Sr f t-,'+-t. ro r Py tl nrh t;r ,. t)() r )hyIr i, f#- ad(dIt ive,.,

i'r ltI r. rI ', r rn/.• 1) f1 i re ' p' - 'r•a, t ,'d in ,i '; i I IJ'r,

" ,1 ) l ' ,+ Jr ; lr , Jf'r pr 'elr .mm,', yr I n'; '; in t Ith ur(';t t ,I y ,d
,•r,,i !;,r,:, r tnle- "it ii : + ',i''} " • ;a Ji r .nkv .w'ov r, ,1 m•, 'or

fi' ()fl rr,/ ,, t +•r r I( • * r lt t IMe n re rx ,
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U
idontilt ied by its mS/MS da•uhiter-ion spectrum (Fioure 5) is
detected as one of the first and major volatile thermal []
traqments in uncatalyztd RDX decomp)osition: however, it is
low in abundance when B catalyst is present. Fiqure 4 showsI
the total ion current (TIC) recorded of RDX alone and with
borohydride (under N2 ). The latter shows a siqniticant
earlier time to maximum ion current (9.2 min to 8.2 min).

, Thus, under programmed oxidative pyrolysis (60/min to
250 C, 1 min hold), the absence of both NO2 and the rinq-
intact m/z 98, when the borohydride additive is mixed with
RDX, are important experimental observations toward I
understanding its thermal deqradation mechanism.

To ens ure that a true catalytic effect was beingj
monitored rather than an artitact ot the experimental
processes, identical runs were conducted with non-boron
inorqanic, additives. Both selected and total ion monitorinq
were recorded as above. Figure 6 shows the total ion current
recorded tor the TaHl and Ta2 0 additives, respectively, in
these runs. Likewise, Ta 2 0% Pesence showel only minor -
variations relative to that~observed with RDX itself or with
the TaFI2 additive. A duplicate TaH run is ihown for com-

2 2paritzon.

These data conti.m that physical processes such as ther-
mal transport and dilution effects are not dominant in these
RDA decompositions. Rather, the borohydride additive shows
qenuine chemical interactions that chanqe the kinetics and I
mechanism of RDX thermal decomposition. The nature of these
chanqes is similar to those produced when ROX is subjected to
a higher final teiperatute and faster heatinq rates. Fiqure
7 shows the comparison of SIM profiles for RDX heated at m/z
60 C/rmin to 360 C with and without the B catalyst, with SIM
to,55 82, 85, 98 shown for reference when, programmed to I.
250 C. Hence, catalytic activity is evidenced by a higher
".effective" temperature when by RDX is thermally processed
with B cat.alyst.;

Volatile Product Identification

As noted above, the key set of Volatile products from RDX U
thermolysis was characterizf.d by examination of thir
daijqhter-ion spoctra. Fioure 5 shows the recorded MS/MS of
key RDX volatiles patt,0rnfs. Fin,nl c,)rfirmations are in
'procir,•;s for m/7 60, 75, mhd R5 itiont. iti.itions wliilo thf,
intorpretation of the CID fraqmentation pattern of the m/z 98
product appears to he the triazine-oxide, C11 t 3 0. Addition-
ally, ;C-FTIR data obtained in ,arli,,r studieý, support th.,,
triazine oxide structure (12). Tnterpretation of the
daumghter-ion spectra of the, other key volatile prodiucts of
RDX decomposition is i~n rnroqress. A rmore definitive charac-
teri7,ation of the full thermal de-composition oft RDX will be
reported elsewhere (10)).
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These experimental studies with an inteqrated analytical
pyrolysis APCI MS/MS system have permitted a uniatie opportu-Ii nity to monitor the detailed thermal deoradat ion of RDX. The
results may be interpreted towards better understandinq the
complex chemical interactions in the early staqes of RDX
thermolysis (11). An understanding of the role of the
physical state(s) (solid, melt, vapor) involved (n the
thermal region near the RDX melting point of 205'C has not
been attempted in these studies. However, u8 e of controlled
thermal programming at a relatively slow (60 C/min) rate
resulted in a time-resolved analysis of some of the major
initial volatile thermal fragments evolved under oxidativeand nonoxidative conditions. The role of borohydride addi-tives is seen to be significant in the early staqes of RDX

•. decomposition and supports earlier work on their effects
reported in larger-scale studies (13).
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I. Schematc ot the Pyroprohe - Ion Source of the APCI
MS/MS TAGA' 6000 System. I

(a) Pyroprobe

(b) Sample positioned in quartz tube ot bilI Pyroprobe I
(insert)

(c) air/N2 inlet flow ( 80 ml/min)

(d) N2 plenum gas tlow inlet ( 400 ml/min)

(e) static exhdust

(f) interface plate 3
(q) needle-corona dis.charqe region

2. (a) Time-gesolved Analgtical Pyrolysis-APCI MS/MS of RDX
under air, 60 C/min to 250 C, I min hold. M/z 44, 46, 60.
74, 75, 82, 85, 98 are presented in the Selected Ion
Monitoring (SIM) mode (b) wil.h Borohydride Additive. I
3. Time-Resolved 6nalytical Pygolysis-APCI MS/MS of RDX
under nitrogen, 60 C/min to 250 C, 1 min hold. M/z 46, 60,
74, 75, 82, 85, 98 are presented in the Selected Ion
Monitorigiq (SIM) mode. M/z 75, 82, 85, 98 from F.DX under airare shown fo- comparison.

4. Total Ton Monitoring oA RDX al3ne (V) with Borohydride I
Additive (air). All at 60 C/oin to 250 ,oI min hold, except
the lower spectrum, tun at 60 C/min to 350 C, mrin hold. I
5. Positive Ion Daughter S:)ectra of the Parent m/z 60, 75,
85, and 98 species.

6. Time-Resolved Analytical Pyrolysis-APCI MS/MS of 0 RDX
under air with Borohydride Additive, 60 C/min to 250 C, I min
hold. M/z 44, 46, 60, 74, 75, 82, 85, 98 are presented in
the Selected Ion Monitorinq'(SIM) mood.

7. Time-Reso ved Analytical Pyrolysis-APCI MS/MS of RDX
under air, 60 C/min to 360 C, I min hold. Comparison (with
and without B Additive) of m/z '15, 82, A5 and 98 profiles are
shown from programmed runs to 250 C.
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I.TORE-RESOLVED ANALYICMAL PYROLYSIS APC1 MS/MS

74-- I/ ,,
ROX

I600/min to250C,lmI fnhold

N2-- -

- ~~~~, \ii.--..' "
i.1 Z's 4.0 6.0 9.3 1.0 13.4

II

N2  A N

7 8 1 . ,. 6.8 8. 18.8-

AIR

2.0 4.0 6.9 6.g 23 ) I



TIME-RESOLVED ANALYTWCAL PYROLYSIS APCI MS/MS

* 11i TOTAL I0t4 mP 6216881
I~m- 9.2

C- 600 /min to 250C, 1 min hold

N2
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20-
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40 N2

11 4.6

118-
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S3 4.4 5.6J

I•- TOTAL ION PM 1618662.
e] RDX +B CATALYST 8-3 1119

71-- 60 0 /f~n to 3 600C, 1 rain hold
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Capabilities of the subroutine sets of EXMATH include the
following:

I.. Preprocessing: variable scaling, variable
selection, weighting, distance and simnilarity, and
correlation.

2. Data Manipulation: editing of variables,.
transposing of data matrices, redefining categories or
properties, merging and splitting of datafiles.

3. Classificition: linear discriiriant analysis,
principle componoant analysis, nonlinear mapping, and nearest
neighbors 1:lalysis.

4. Factor Analysis: loading extraction, factor
scores, factor rotation, and canonical correlation analysis.

EXMATH is the first version of a multivariate
pattern recognition system designed to operate under the 19
direction of an expert system driver. It has in common with
other statistical packages, a set of mathematical and
statistical subroutines which, when operated in proper 5%
sequence, produces standard data analysis procedures, such as
discriminant analysis and factor analysis. Figure 1
schematically illustrates an application for (a) discrimi-
nant analysis and (b) canonical correlation analysis.

It differs from other software packages in being invisible to
the user under the expert system decision-making operation.
In other words, once in the expert system mode, the user can C
ask questions about data relationships, but is given no op-
tions in the math formulation used to study the data for
those relationships. While such a design may lack versa-'
tility exercised by data analysis experts, it brings to a
facilit-y.unique expertise into the problem-solving situation.
EXMATH is designed to operate as an expert subsystem within a
larger expert system network, EXMAT, as outlined in Figure 2.
If certain applications arise wherein the decisions are not
the best, changes in parameters are sent to a second-level
driver to change the basis of the decision; e.g., in the
eigenvector routine, the basis of determination of the rank
of the matrix is the average eigenvalue, but the soft-ware is
already in place for using several other criteria instead of
that one. Therefore, these subroutines in many cases may be
considereG evolutionary in the same sense that the expert _

system is evolutionary.

B. EXDBM

Adatabase management system, EXDBM,-was created for 9.
incorporation into the EXMAT network for material characteri-
zation. The DBM system. is comprised of four distinct compo-
nents. nhe first component manages the transfer of chemical -. I

UNCLASSIFIED
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data from t't 1,-thora'tory i, strumint s into tht. knowledge base
of the database management system. A second component sets
tip the rules for generation of the databases fro;n the data-
base library in response to the problem statement. A third
component translates the r'ules and uses them to search the
library for the appropriate data vectors and builds the data
matrix for input into the EXlATH expert system. A fourth
component is an interactive editor for updating the know-
ledge base on the samples, listing information about samples
and databases, and for correcting any mistakes which might
have occurred during dita transfer. EXDBM may operate with-
in an expert system shell, receiving generation rules from
the (TIMM) shell or, in an interactive mode, receiving
generation rules from the user. Programming had begun on
Ht'9000/500 series UNIX system and was transferred to a
VAX/780 and finally to the CRDEC microVAXII. The programs
are essentially machine independent when the computer system
has a FORTRAN 77 compiler with downward (to IV) compatabili-
ty. Because of the extensive use of character arrays which
are 20 characters by 9999 elements, the system requires I
approximately 1.5 Mb of memory on a 32 bit processor. Exten-
sive use is made of the inquire (file, exist) function of the
VMS F77 compiler.

The relational database management expert system thus
has been completed and incorporated into the REASON library
of the TIMM shell. Sample relationships exist as metric
production rules for chemometric analysis. These relational
definitions form a knowledge base for matrix generation
rather than for direct sample relationships. Therefora,
determination of sample sets which satisfy a defined rela- . -
tionship can be instantaneously updated from the knowledge 3
base as new data are acquired. Henc.e, EXDBM is operational
as a stand-alone interactive program for data management
tasks as well as a database generator for numerical methods '"
operating as one of the networked expert systems within the
TIMM REASON library.

Additionally, operation of the expert system for 1ý0 I
pattern recognition, EXMATH, was modified to networx with ',I
both the TIMM REASON library and with EXDBM. EXMATH, when i42
operating with increased intelligence now is driven by TIMM 43
decision rules for 6hemometric analysis and by EXDBM data
decisions. EXMATH receives file names containing TIM-M rules 45
for algorithm generation and the EXDBM data matrix. This 46
information serves as factor values for the decision making 47
process of the pattern recognition expert system. Hence the 48
. easibiltiy of xnowledqe base sharing and integrated decl- 4- A
sion-making between TIMM expert systems in the EXMAT network .0 *'

and chemometric expert systems in EXMATH was shown succese- 151
fully at CRDEC (Figure 2). Crucial to the interaction is a c.I

y• smart da-tabase management capability, EXDBM, which under- 3,
ýI stands the requirements of pattern recognition matrices. * 5.'; "
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SUMMARY I

The Visl,. o,5 t1he software development ph.ase&has been
achieved: to develop a capability for material characteCia- I
tion-within an At Cor:nat tiat eco,.sseS both the require-
ments of che;,tical instrumental analysis and of cheno-netric
algorithns for lata ,rocessing an, ]ecisio,-,,akLnJ. The 3
design is one which encorporates commercial expert system
shell technology (TIMM) dith in-house developed expert
systems (EXMAT, EXDBM, EXMATH) for instrumental data manage-
ment and chemometric analysis. The algorithms in this proto-
type system are those found useful for chemical pattern

recognition with wide potential use, including model formu-
lation and prediction in the chemical sensor area. Thus,
using knowledge bases from TIMM expert systems, decisions I
that are important to selection of samples for chemoinetric
analysis and to appropriate analytical algorithms, can be
deduced as a result of queries made to the chemist and to the
database management exp,2rt system. This prototype develop-
ment validates the concept of applied At having significant
impact in the fieid of instrumental analytical chemistry. I
Expertise from analysts and chemometrlcLiins is now encoded
into an AI system designed with extensive spbolic and
ntimeric computino capabilities for problem-solving applica-
tions. Developnent of, the knowledge bases will now proceed I
within 'the EXMAT, EXDBM, and EXMATH design format.
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3rief _ .

Pyrolysis-atmospheric rpre ssure ionization-tande inmass i
spectrometry is used for explosive, drug and pesticide -

detection in solid commercial and munition formulations.
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3 Pyrolysis-atmos phevr c ,#:!ssoi%! chemical ionizatiori-tzan1'm

* mass spectrometry was investigated for its potential in

characterizing analytes of interest in solid formulations

3 with essentially no sample preprocessing. Experimental

logistics are convenient in that 0.5 mg amounts of the formu-

ji lation, e.g., - powders, shavings and tablet scrapings, are

placed directly into the heating device. The energetic

nitramine RDX, in a propellant formulation was found to

produce a distinct mass spectral pattern with no polymer

ii binder/filler interference. Aspirin and caffeine were

detected in over-the-counter drug tablets, and the

dichlorvos phosphate pesticide was identified with and

without heating in a commercial pesticide strip.
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Characterization of analytes in'complex, solid sampies I
is a subject which has been addressed by I UuinbtC of naytn a I t

cal techniques for a wide variety of applications. Quality

control and assurance (QA/QC) in manufacturing processes,

forensics and environmental and biomedical assays are a few

of the representative areas which take advantage of methods U
that extract information from a particular substance of

interest in a solid formulation. The degree of qualitative

and quantitative sample information, sample turnover rate, 3
sensitivity and selectivity are a few of the important cri-

teria when considering a technique for a particular sample

analysis. Selectivity is generally a prime concern since,

depending on the analysis technique, the polymer/matrix

formulation could interfere and/or obscure the presence of

the compound of interest unless some sample preprocessing

(e.g. - extraction or chromatographic separation) is g

performed.

Trade-offs among the above requirements normally occur ij
and result in an enhancement of certain desirable features

(e.g. - figures of merit) at the expense of others (e.g.

experimental logistics or data analysis methods). Field de-

sorpti.n mass spectrometry has been shown to produce the

-molecular ion and high molecular weight fragments of the

nitramine RDX with no interference from the stearic acid

formulation (1). Fast atom bombardment of an untreated

sliver of an infant pacifier known to contain the

di(2-ethylhexyl) phthalate plasticizer placed on a target

4,
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w4it-i t liiogLyc._ro l produced intense siii'ls for Ih.ý nthala e

compound (2). ilieftje et al. (3) ".it? shown that

1 near-infrared reflectance and cluster analysis of whole,

untreated and unopened allergy/col, remedy tablets could be

successfully used for the detection of altered tablet

products along with an approximate concentration determina-

tion of the adulterant. Sample signatures were observed that

indicated differences from a reference database with

•I adulterants such as ferric oxide, aluminum metal, arsenic

trioxide, sodium fluoride and cyanide. Related to this

II method is near infrared spectroscopy. The technique is con-

venient in that samples can be analyzed without pretreatment,

and it can provide qualitative and quantitative information

(4). Forensic methods generally use water and/or solvent

wash procedures for bomb/explosive, post-blast debris with!

subsequent chemical spot tests prior to analytical interro-

* 1gation techniques such as ion chromatography, high pressure

liquid chromatography (HPLC), gas chromatography/mass

* spectrometry (5,6) and pyrolysis (Py)-GC/MS (7).

IOther methods can produce an accurate measure of analyte

cc -centration in a formulation at the expense of sample

pprDcessing methods such as crushing, extracting, filtering

and concentrating. Oftentimes, pH values must be adjusted!

along with the addition of reagents to effect a more

convenient detection of the analyte. These sample processing

] mt_.iods are essential in the analysis of commercial drug

I5
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Lablet formulations 4it'- the HPI,- (8,9), liquid chromatoj- I
raphy (10), mincetlar ele,:tr'kinetic capillary conL.tph"

(11) and conventional TJV-VIS spectrophotometry (12)

analytical methods. 3
Atmospheric pressure ionization (API) of vaporized, solid

compounds has been shown recently to provide relatively

convenient experimental logistics in terms of minimal sample

preprocessing and convenient sample introduction for

spectrometer systems. API is inherently selective (i.e. -

analyte proton affinity or ionization threshold) which can

provide a distinct advantage in'the analysis of a' particular5

compound when interferential substances are present. Laser

desorption (LD) and ionization of solid, polycyclic aromatic

hydrocarbons (13) and API-LD of pure biological and drug

compounds (14) have been performed with ion mobility

spectrometry. Pyrolysis-atmospheric pressure chemical 3
ionization (Py-APCI) mass spectrometry has been shown to

provide characteristic mass spectral information on pure

biopolymers (15), biopolymers in the presence of a salt

matrix (16), and the nitramine RDX (17). The present

discussion explores the relative merits of Py-APCI-tandem

mass spectrometry (MS/MS) for the detection and identifica-

tion of pesticide and drug analytes in commercial formula-

tions and a nitramin* in a propellant formulation.

EXPERIMENTAL SECTION T

A Sciex (Toronto, Canada) TAGA 6000 atmospheric pressure

chemical ioni-zation (APCI) triple quadrupole mass

6
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spectroin.et-e wai, used ~sthe ana lyzer,'. ms s.cIi
conditions for the present study are as previously reported

(15).. Normal operating pressure in the conventional MS mode

-6
was typically 2.5-3.0xl- .torr in the ana.lyzer with a

nitrogen curtain gas; all daughter ion (MS/MS) analyses were

obtained with argon collision gas at an analyzer pressure of

6.0 x 10-5 torr and a collision energy of approximately

65 eV.Ii
Three different types of solid samples were analyzed.

The No-Pest Strip (Spectrum Group Inc., -acksonville, FL) was

used for investigation of the pesticide 2,2-dichlorovinyl-

dimethylphosphate(dichlorvos); Anacin (Whitehall Labora-

tories, Inc., New York) and Extra-Strength Bufferin (ESE)

(Bristol-Meyers Co., New York) analgesic tablets were inves-

I 1 tigated for the presence of aspirin (2-acetylsalicylic acid)

and caffeine. Anacin contains 400 mg and 22 mg of aspirin

and caffeine per tablet, respectively, and Bufferin contains

324 mg of aspirin per tablet. Pure caffeine and aspirin

standards were obtained from Eastman Chemicals, Rochester, NY

and Chem Service, Media, PA, respectively. A U.S. Army

formulated propellant (HTPBX) was tested for the presence of

cyclotrimethylenetrinitramine (RDX). The formulation (HTPBX)

consists of an hydroxyterminated polybiutadiene (HTPB) base

matrix with prepolymers and additives and is 40% by weight

RDX. Pure RDX and HTPBX were obtained from the Ballistic

Research Laboratory, Aberdeen Proving Ground, MD. RDX

samples were found to contain acetone in the pyrolysis mass

7
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.iere vacuur-dried for oie .... : t l Hd,ninate the

solvent.

Pyrolysis of the solid samples was conducted with a Pyro-

probe Model 122 controller from Chemical Data Systems, Inc.,

Oxford, PA, with a platinum coil desorption probe. Pyrolysis

was conducted with the tem.perature ramp (risetime) in the off 1
position and a final set temperature of 500 0 C. All runs 3
used ca. 0.5 mg of sample positioned in a quartz tube with

quartz wool. The tube was placed in the desorption probe,'

and the latter was inserted into the ion source of the mass

spectrometer. Details and a schematic of the interface are U
presented elsewhere (17). All pyrolyses were performed with 3
a 170 ml/min air flow over the pyrolysis region from a com-

pressed air cylinder %MG Industries, Valley Forge, PA), and

the ion source exhaust motor was turned on during the experi-

ments in order to obtain a one minute baseline-to-baseline

total ion current.

RESULTS AND DISCUSSION

The ability of oxidative pyrolysis-APCI mass spectrometry

to detect and identify a compound of interest in a complex

matrix depends on.a number of processes. In addition to mass.

spectrometry performance characteristics, critical conditions

must be met in the pyrolysis event and ionization processes.

The thermal treatment must produce either the intact compound

of interest, characteristic and informative analyte fragment

!,8



species, or L , ..I t O .o f tle twrc. Wýth minimal int,Žr-

action effects fro, the -natrix and matiix pyroLyz,•te. Once

the sample has b.,?n pyrolyzed to gaseous products, they must

be transferred from the pyrolysis zone to the ionization

source rapidly. Noncatalytic, heated surfaces should be used

to prevent prevent secondary reaction and/or product conden-

sation. Another important consideration for adequate analyte

detection is that the neutral molecular and/or fragment

species must be able to compete effectively for the available

protons in the ion source relative to that of the matrix

pyroiyzate. These aspects, fundamental to Py-APCI-mass

spectrometry and Py-APCI-tandem mass spectrometry were

investigated in the detection and identification of

propellant, drug and pesticide analytes in three different

solid matrix formulations.

Propellant Formulation. Figure la presents the Py-APCI

mass spectra of pure RDX. Under oxidative pyrolysis

conditions, the protonated molecular ion was not detected;

however, a series of fragments were observed at m/z 46, 60,

74 75, 85 and 98. Analyses of deuterium and 15N

isotope-labeled RDX provided the necessary information for

structural elucidation of each of the ions (18). With the

exception of the m/z 98 ion, all are observed in the Py-APCI

mass spectrum of the formulated propellant (Figure lb).

Figure lc shows the Py-APCI mass spectrum of the HTPB binder.

Comparison of Figures ib and c shows that the binder produces

minimal background in the detection of the RDX analyte.

9
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identities of the main ions in Lh HiTPBX formulation mass

spectcrim (Figure Ib). Figure 2a, c, e, g, and Figure 2b, d,

f, h represent the daughter ion. spectra of m/z 46, 60, 75 and

85 for the pure and formulated RD , respectively. For each

respective pair of daughter ion mass spectra, a satisfactory

relationship is observed. The same conclusion was also

reached in a comparison of the m!z 74 RDX and HTPBX daughter

ion mass spectra (data not shown). With the exception of m/z

85, APCI of the HTPB produces minimal abundance of the major

ions corresponding to RDX. Figure 2i shows that the m/z 85

parent ion in Figure ic produced from HTPB is significantly

different from that produced from RDX. Therefore, despite

the absence of the protonated mcý' -ular ion of RDX and m/z 98 >
in the Py-APCI mass spectrum ot formulated propellant,

sufficient mass spectral informa ion is retained for the U
detection of reec and identi ication of RDX.

Commercial Drug Formulations Two over-the-counter

analgesics, Anacin and Extra-Str ngth Bufferin v~re examined

for the detection and identifica ion of the pharmaceutical

analytes contained in the solid ormulations. Figure 3a,b

present the Py-APCI mass spectra of pure aspirin (2-acetyl-

salicylic acid) and caffeine, respectively. A low intensity

protoniated molecular ion (m/z 181.) is observed for aspirin in

Figure 3a, while intense ions ar observed for the dehydrated

(m/z 163) and deacetylated (m/z 21) aspirin species.

Schulten and Beckey (19) have shown that with field
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d esorptior mrsG ,)ectrontn y, only the in/z 18J mo.ecI.-%r ,V I

m!z 181 oroton.ited mnolecular ions are observed.

In contrast, negligible fragmentation occurs in Py-APCI

of caffeine, in that only the pL'otonated molecular ion (m/z

195) is present in F'igure 3b. Figures 3c,d show Che Py-APCI

mass spectra of Anacin and Zxtra-Strength Buffetin, respec-

tively. In both formulations, the mass spectral pattern of

aspirin ions is obvious, while the MH+ ion of caffeine (m/z

195) is prominent in Anacin (Figure 3c) but minor in Extra-

Strength Bufferin (which does not contain caffeine) (Figure

3d) Confirmation of these asbignments can be found in the

daughter ion spectra in Figure 4a-l. The daughter ion

spectra of m/z 121, 163 and 181 of aspirin provide a satis-

factory match with their respective counterparts in the

two drug formulations (Figure 4a-i). The daughter ion mass

spectra of m/z 195 (Figure 4j-l) show that identical frag-

mentation patterns are observed from pure caffeine and

Anacin, while the daughter ion mass spectrum of the small ion

at m/z 195 (Figure 41) in the Py-APCI mass spectrum of Extra-

/ Strength Buffrin (Figure 3d) does not resemble the daughter

spectra for caffeine.

A typical Anacin tabiet contains approximately 400 mg

of aspirin and 22 mg of caffeine, yet caffeine produces a

significantly greater response for MH+ than does aspirin in

the Anacin Py-APCI mass spectrum in Figure 3c. This arises

from the different proton affinities of -he two compounds;

and combination (dry, solid mixture) of the pure aspirin and

11
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I
•*.af feine coimnounfds, i•i th e same 40.0:22 ratio, respectiv-.ly,

produced a similar intensity distribution (data riot shown) to

that of Figure 3c. Under these experimental conditions, the

Py-APCI-MS/MS results for caffeine in the pure and matrix

forms are similar with those observed in other thermal

treatment methods. Py-field ionization (FI) and Curie-point

pyrolysis-gas chromatography-FI mass spectrometry (20) 3
produced the m/z 194 molecular ion of caffeine from the pure

dnd ground roasted coffee product forms. Caffeine was also U
analyzed for its presence in a urine sample by direct 3
insertion probe APCI-tandem mass spectrometry (21). After

the caffeine was separ'ated from the urine by thin-layer 3
chromatography, the silica spot containing the caffeine was

scraped from the plate and placed directlyon the probe. I
Thernal desorption of the silica-caffeine sample resulted in

a clear, protonated caffeine signal at m/z 195. The daughter

ion spectrum confirming iý.s identity with that of the pure

standard (21) was essentially the same as the Py-APCI-

daughter ion spectrum in Figure 4j. 3
Commerci'al Pesticide Stri]2. Depending upon the analyte

of interest: and its vapor prossure, pyrolysis of a solid

formulation for analyte detection is not always necensary for

an APCr-mass spectrometric analysis. For example, the

Spectrum No-Peat Strip w,•-4 investigated for the p•resence of

dichloe'vos. 8 y mer'y hol.ing the polyvinyichloride-based
strip in front of the APCI ion sourc7e, the protonated

molecular ion.(m/x 221) and its chlorine isotopic peaks at

12
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I at In/z 109 and 127 represent [CH3 CO) 2 PO]+" an"i

3 £(H3CO) 2 PO 2 H]H+ fragment ion species, respectively, as

observed by direct probe, methane CI tandem mass spectrometry

1 (22).

3 Pyrolysis of a small portion of the No-Pest Strip yields

the' same ions (Figure 5b) as that of Figure 5a except

3 with a significant difference in ion intensity distribution.

The increased abundance of m/z 109 and 127 relative to the

I !dichlorvos MH+ ions in the pyrolysis mass spectrum indicates

that these ions can arise not only from APCI fragmentation,

but also from ionization products of pyrolysis of dichlorvos.

The m/z 141 ion apparently arises from pyrolysis of

dichlorvos or other components in the strip. Because of the

straightforward detection of the phosphate pesticide in

Figure 5a, daughter ion analyses ýiere deemed unnecessary.

Indeed], pyrolysis is not desirable in thin instance (Figure

5b), because even though the analyte ions are present, a

significant loss in the dichlorvos MH+ relative ion

3 abundances *is observed.

CONCLUS ION

Analytical pyrolysis-APCI-tandem mass spectrometry has

ben shown to provide an attractive net of experimental

conlditions for the detection of tarjeted analytes in complex

solid formulations. The ease of sample introduction and an

ion source that is selective to compounds with high proton

iffinity highlight the technique. The method requires only

1 13



minimal s-rampte preprocessiLng, and complex. m,.trLces oii.a b.

investigated with APCI-mass spectrometry from a controlled

thermail treatment to determine the presence of analyte(s) of

interest.:. Analytical pyrolysis-APCI of analytes in complex i
matrices produced protonated molecular ions, characteristic I
fragment ions or a combination of both.
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I. Py-APCI mass speýtci :oC (a) pure RiX; (b) HTPLX

formulation; (c) HTPr binder.

2. Py-APCI daughter ion mass spectra of m/z 46: (a) RDX;

(b) HTPBX; m/z 60: (c) RDX; (d) HTPBX; m/z 75: (e) RDX;

(f) HTPBX; m/z 85: (g) RDX: (h) HTPBX; (i) HTPB binder

without RDX.

3. Py-APCI mass spectra of (a) pure aspirin; (b) pure

caffeine7 (c) Anacin; (d) Extra-Strength Bufferin.

4. Py-APCI daughter ion mass spectra of m/z 121: (a)

SI aspirin; (b) Anacin; (c) Extra-Strength Bufferin; m/z

I 163: (d) aspirin; (e) Anacin; (f) Extra-Strength

Bufferin; m/z 181: (g) aspirin; (h) Anacin; (i)

11' Extra-Strength Bufferin; m/z 195: (j) caffeine; (k)

I IAnacin; (1) Extra-Strength Bufferin.

5. APCI-mass spectra of the Spectrum No-Pest Strip (a)

without and (b) with pyrolysis sample introduction.
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ABSTRAcT

The submitted survey includes six major areas of information
focused on mechanical and chemical characterization of plas-
tics, specifically those transparent/translucent materials
for aerospace/military uses, such as windshields, canopies,
lens coatings. Appendix I contains coverage of the fundamen-
tals of plastics testing and chemical analysis from major

* sources in the field, including tabulation of current mech-
anical and instrumental chemical methods, their advantages
and limitations. Appendices II - VI cover basic literature
and information on specific polymer testing, materials
science, coatings technology; research institutes, services/
courses/meetings; mechanical test equipment (destructive
methods and nondestructive methods); chemical analytical
instruments/methods; and background information on materials
commonly used in the denoted applications.
This compilation serves (a) to identify the major activities

and concerns in the field of plastics mechanochemistry andI J(b) to provide a basis for a comprehensive assessment of
chemical and mechanical behavior of new materials in military

I applications of importance to CRDEC.
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I. INTRODUCTION:

This literature survey was performed for the purpose of de-
fining the mechanical testing procedures generally followed for I
QC/QA testing by manufacturers of translucent engineering
plastics, used primarily in aircraft canopies, windshields,
lenses, vision, and weapons systems. Although the selected
screening tool, ASTM 484, will be used for the test maerials
involved, it is significant to be aware of other hardware/soft-
ware testing procedures currently developing. Evaluation of
chemical/environmental test methods for plastics is one of the
more difficult, less understood areas, and hence no widely accep-
table standard (mil or industry) has been found. However,
existance of an ASTM Subcommittee, F7.08 for Transparent Aerospace
Materials, should aid the field. U

Furthermore, correlation of these chemical resistance/
mechanical data to in-field performance behavior is even less
defined. Predictive use of static/dynamic mechanical tests,
bcfore and after exposure to the chemicals of concern, requires
careful sample preparation (surfaces, internal stress maps: etc.),
realistic chemical exposure parameters (concentrations, time,
temperature, etc.), mode of application (wicking, fogging, drop-
lets, etc.), and careful simulation of the anticipated stress
loads that will provide meaningful data in a reasonable time
frame. For purposes of this review, limitations of test materials
to common polymer systems compounded for such applications in
windshields/lenses, etc., puts a focus on polycarbonates, poly-
acrylics, polyurethanes, and specialty glass, as well as film
coatings applied to these transparent/translucent materials.

Likewise, selection of chemical species of concern in this
study indicates potentially severe interaction with typically
formulated materials within and joining such polymeric/composite
structures. Polymer matrices undergo such a wide range of swel-
ling, dissolution, p-rmeation, reaction and degradation on expo-
sure to common environmental stresses (erosion, thermal, photo-
lytic, hydrolytic, radiolytic) that a major percentage of indus-
trial R&D is devoted to the proper formulation packages to ensure
short and long-term stability of the in-field product. Thus,
exposure to hazardous, chemically reactive, and powerful solvent
delivery systems pose significant problems when combined with nor-
mal environmental concerns. Common consumer products that must
maintain proper wear/abrasion/anti-soiling/discoloration charac-
teristics for bulk and surface coatings may contain up to 20-25
ingredients carefully formulated to achieve design performance
limits. Effects on trsnslucent/transparent materials, as measured
by absorption, transmisnion, hazemeters, etc. are added parameters
to those of standard stress-induced crazing/cracking, impact, and
vibration tests. At best, there are difficult tests to interpret
and quantify, but serve for screening as3essments. Additionally,



transmission or modulation of the electromagnetic frequency spec-
trum (UV-VIS-IR-far-IR-microwave-rf) requires advanced coating/
aPplication technology with new formulation problems.

II. DISCUSSION:'

The above all point to the difficulties involved in "normal"
environmental/chemical resistance tests and translation to predic-
tive capability fro.m aging, weathering, or chemical exposures.

[ If, therefore, selection of chemical delivery systems of concern
can be made with reasorable confidence and combined with
appropriate mechanical static/dynamic testing, a major
accomplishment will be achie-ed. Product manufacturers will have
a &tandard/hcuideline tr, formulate for predictive exposures. If,
nowever, inadequate or inappropriate selection of simulants/test
methods cesult and are included in governmental/mil specs, a
major, serious problem will develop.

Eecause of these factors, basic understanding of the physical/
chemical phenome:ýia that are involved in the test procedures must
be established concurrently. The need for fundamental =nowledge
of engineering plastics behavior is critical as design criteria
are developed. The composftes, adhesives, and structural polymers
Sindustry ha3 recognized this need (spurred by the challenger loss)
and che current literature listed in the Appendices attest to this
situatioil. National Centers for Excellence and focused academic/
research institutes are listed for many of these materials-orien-
ted fundamental research/development areas. Industrial technical
centers have focused on these aspects related to their specific
product needs. A list of pertinent references and general
approach of industrial rescarchers in chemical/mechanical field is
in Appendix. Indeed, the role of Nondestructive Testing (NDT) is
of increasing significance and interaction with the Center for
Nondestructive Evaluation at Johns Hopkins is assured.

The active ASTM committee F-7 on Aerospace and Aircraft main-
tains eight subcommittees, including a specific one, 7.08, for
transparent enclosures and materials. A recent meeting in Texas
is included in the Appendix for the most timely, specific coverage
in this area. Furthermore, inclusion of the article from Modern
Plastics Encyclopedia 1986-1987 "Selecting Plastics for Chemical

SResistance" provides one of the best, clear and comprehensive
evaluations of fundamental concerns (mechanism of chemical attack,
critical conditions in chemical resistance testing, interpretation
of data and typical environmental/stress-crack resistance tables
for acrylics, polycarbonates, and polyimides). CRDEC/GEO-CENTERS
i•epresentation on this subcommittee (and on the 7.02 Propellant
Technology) will ensure timely, significant information flow for
research program development.

III. INSTRUMENTATION:

a. Manufacturers of instrumented mechanical testing "ave
responded to the above need for improved hardware/software with

4
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which to study enjineering plastics. The automated systrmis .aid
accompanying software provides a major improve.ment t o the mechani-
cal testing community. Industrial resedrchers now probe fundamen-
tal and practical regimes of polymer structure-property relation-
ships with improved data-gathering and interpretatidn capabili-.
ties. However, proper experimental dezign focused on a given
problem is still fundamental to the valid data generation and
interpretation of the method. Applied polymer science requires
such multivariate analytical capabilities at both t e mechanical
testing level, as well as in the chemical/physical research level.

For these reasons, Appendixes in this survey covering
these resources list the advantages and disadvantages of commer- I
cially available polymer testing equipaicnt.

b. Additionally, the analytical chemistry instrumentation
appropriate to these studies and available at CRDEC !include the
full range of spectral, chromatographic, thermal, and microscopy
tools. In conjunction to other projects, incorporation of a
mechanical testing/chemical resistance program into the CRDEC I
artificial intelligence (AI) network, EXMAT, would be relevant and
direct. The acknowledged reference in this regard is the
monograph by Kaeble, "Computer-Aided Design of Composites", I
wherein the need to study structure-function by pragmatic methods
based on fatigue and fracture mechanics is clearly applied to the
complementary tools of the analytical chemist.

In the propellant field, researchers at BRU have under-
taken such a program with newly installed dynamic mechanical
testing equipment (MTS, Inc.) to correlate with combustion/
physicochertical analyses on the formulated propellant systems.
Additionally, by extending the initial AI effort (that led to the
CRDEC capability), BRL has reported developing an expert system to
aid in propellant formulation. This will enable expertise in the
propellant formulation field to be encoded and provide guidelines
to design performance criteria from experimental data. The
viscoelastic behavior of polymer binders in these materials
dominate the macromechanics just as in structural engineering
systems, such as the transparent/translucent materials. Hence,
instrumentation and interpretive expertise will focus on BRL's
unique requirements within those polymeric systems.!

IV. Summary: 3
A most basic theme is acknowledged by material scientists:

Physical property behavior of polymers is based on their
detailed microstructure and processing variables orlstated
otherwise: microstructure/micromechanics dictate macromechanics/
raacrobehavior. Knowledge of polymer microstructure/viscoelasti-
city and composition is thus obtained with test/analytical ini-
struments and integrated into predictive behavior scenarios. A
most useful reference, "Plastics Polymer Science.and Technology,
M. Baijal, Ed., Wiley, NY, 1982, is recommended reading for all

5. ,



researchers getting involved ii the poiymer structure-property.
testing field. Selected portions are included in this survey from
seqeral chapters but the most pertinent is that on Environmental
Resistance. Professor Rudy Deanin, Lowell University (Lowell, MA)
is highly recommended as the most preeminent polymer specialist in
.this area. Additionally, SAMPE, SPT, SPE and other groups
involved in plastics technology are basic reference sopirces. The
complexity of the problem and the magnitude of the consequences as
new plastics are developed 'or specialty uses demand no less than
such a comprehensive approach. This survey brings together
information reflecting this philosophy and emphasizes the need for
expedient, pragmatic evaluation of, the field. While focused on
chemical/mechanical tesi-ing of trarnsparent/translucent materials,
extension of the compiled informationa to modern plastics/com-
posites technology is obvious.
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SCARYSPEC

A FORTRAN 77 Program For Spectral Data Acquisition And Control Of

The Varian CARY 2390 UV-VIS--NIR Spectrophotometer 3
INTRODUCTION

The CARY 2300 and 2400 series spectrophotometers are high quality, microprocesbor

controlled analytical instruments intended for measurements of the UV-Visible and Near IR 3
absorption spectra of solids, liquids and gases. When equipped with an optional IEEE-488

standard interface these instruments and their accessories are programmable by an external

computer system enabling acquisition of spectral measurements in digital form. This document

describes a fully tested FORTRAN 77 program, CARYSPEC, designed for single scan

acquisition of spectra from a CARY 2390 instrument using a Hewlett-Packard 1000

minicomputer running the multi-user CI shell and RTE-6/VM operating system. The progrtam

uses very few machine specific functions and could be modified easily to run on other host'

systems si.pporting the IEEE-488 interface 'standard.

CARYSPEC implements a large subset of the programmable instrument control functions

of the CARY 2390 spectrophotometet in a menu driven format closely resembling the menu

displays on the instrument. Therefore, no special training is required for users already familiar

with operation of the instrument. Indeed,' operation from a computer console has proven to 3
be more convenient than using the clumsy keypad on the instrument. The control functions

implemented reproduce the facilities of the spectrophotometer's Instrument Settings, Baseline

Setup, Lamp and Detector Modes and Accessory Setup menus, as well as a number of single

keypad functions. The progiam does not support the statistics calculation modes, rapid scan

setup keys or the automatic sequencer operation for repetitive scans. The latter mode, 3
althougph useful, is not compatible with reliable IEEE-49q dat? transmission. A future version

of the program may implement this feature using the the single scan mode of CARYSPEC

with automatic data file storage and system clock control of the timing of successive scans.

CARYSPEC is a moderately large program and will not run in a single 32K word

scgment of the Hewlett-Packard 1000 minicomputer. The program has been segmented to run

in 5 memory resident nodes of the HiP 1000 using tVe Multi Level Segmentation utility

programs S(3MTR- and MLLDR. The program requires- an 83K word memory partition,

including 40K words of Extended Memory Addressing JEMA) spice for data arrays.



"I MPLEMENTATION

1.0 Hardware Interface:

The .EEE-488 interface for the HP 1000 system is implemented with an HP 59310B

interface card which utilizes 4 Logical Unit (LU) addresses in the system. The LU addresses

are dependent on the computer system and are defined by the system generation. The

interface card used by the program, CARYSPEC, occupies LU addresses 35-38 corresponding

to card addresses 0-3. Address 0 is a special addressing mode whicd allows access to low

level IEEE-488 bus command sequences for any device number. Add.'esses 1-3 are predefined

automatic READ/WRJTE channels which select device numbers 1-3 on the bus. CARYSPEC.

uses automatic de"%ice addressing from channel 3 (LU 38) and consequently the device address

of the CARY 2390 has been set to 3. Physical connection between the computer and

spectrophotometer consists of 5 metres of IEEE-488 standard cabling. Reliable data
transmission was obtained with cable lengths up to 9 metres. With 13 metres of cable

commands sent to the CARY 2390 were accepted but data transmissions from the CARY 2390

spectrophotometer were corrupted owing, to the limited drive capability of the MC3447L bus

transceivers in the CARY 2390. The bus was found to be totally inoperative with a cable

length of 17 metres.

1.1 System Handshaking:

The JEEE-488 subsystem of the HP 1000 is operated by the RTE driver DVA37

configured for ASCII Data Record mode. This mode sends and expects to receive an End Of

Record (EOR) with data transmission in the form of a Carriage Return/Line Feed (CR/LF)

sequence, though Line Feed alone is sufficient. The CARY 2390 accepts commands in this

format automatically. However, the instrument must be instructed to send data with the

CR/LF trailer using the command "@@20". sent as a series of ASCII char.cters to the

instrument. ThL. is the first instrument command in (ie program CARYSPEC and instructs the

CARY 2390 both to insert CR before LF on transmissions and to turn off check sum error

d,etection. Therefore, all commands to the instrument end with a check sum byte of zero.

Correctly operating IEEE-488 systems do not quire check sum error detection. During real

j time spectral data transmission the CARY spectrophotometer is the active talker on the bus.

The End Of Record character for this mode has been specified ?'s a Line Feed in

CARYSPEC - this works withoýit a CR, as expected for IEEE-488 handshaking. Terminat'in

of real time transmission i-: effected by the active controller via a bus level routine which

sends the ASCII codes for UNTALK/UNLISTEN.



1.2 Instrument Commands Format:

Programmable control of the CARY 2300-2400 series specti-ophotometers ha,; been

implemented by Varian Instruments with a series of single character commands in ASCII

code, most being accompanied by following characters to select a particular setting for the

command selected. The instrument generates similar reply messages to most commands and

these character strings must be read by the controller before sending further commands.

Varian's documentation defines the command structure as a sequence of [ASCII)

characters in the following format (blanks added for clarity):

[LDIJ "[MI] [MD] [MQJ [CSM] [EOI] I

where,

[LDI] = Logical Device Identifier

ASCII representation of the talk address of the sender - the value is ignored but

some character must be sent as a place holder. {NOTE: The correct character for

the bus controller at address 0 is "@"}.

[MI] Message Identifier

ASCII character C, P or N used to indicate the message type as Command,'

Positive reply or Negative Reply. {NOTE: This character field is actually INVALID

within a command - 'C' will cause a system reset if used).

.1MD) = Mcs.age Descriptor 3
A-ASCII character which specifies the actual command to be executed.

[MQ] Message Oualificr

A string.of characters used to set one or more variables or operatirg modes.

3



jCSMj = Clieck stmi

"The binary sum of all characters in a particular. message - this is always the "0"

character since checksum mode is turned off normally.

JEOI] = End Or Identify (actually End Of Record)

SA linefeed character is specified as the terminator character to end data

transmissions. {NOTE: This is appended automatically by most IEEE-488 drivers

during handshaking.)

The [MIJ field given in the message structure above is actually invalid within a command

and must not be used - otherwise command 'C', system reset, will be executed followed by a

bus hang up on the trailing unused, command characters. However, the [MI] field is valid in

the reply messages from the instrument.

The correct COMMAND format is given by the followizig fields:

[LDI] [MDI [MQ] [CSMI [LF]

EXAMPLE: Send the Record Trailer Set-up Command '@

Command='@@20'

WRITE (UNIT=38,FMT=I0) Command

10 FORMAT (A4)

READ (UNIT =38,FMT=20) Reply

20 FORMAT (A64)

where,.

@ = [LDIJ address of bus controller

@ = [MD] command for record trailer' set-up command

2 = [MQJ value to select no check sum (bit 1 = 0), insert CR before LF

0 = [CSM] check sum (off)

LF is lent automatically with WRITE command

4



All instrument. commands sent to the CARY 2390 by an external computer comprise a .

sequence of ASCII data characters as far as the IEEE-488 bus is concerned. The details of

the handshaking, with talk and listen addresses, are transparent to high level languages such

as this implementation of FORTRAN 77 where such details are handled automatically by the

device driver - in this case DVA37. Unfortunately. Varian Instruments chose to document the

software control of the 2300 series instruments for a particular dialect of BASIC used in their I>
proprietary controller, a model DS-15 data station, which appears to operate in a purely

binary mode on the IEEE-488 bus. Thus, their examples of the message structure include a I
line feed character appended to the actual data command message. Furthermore, they confuse

this End Of Record character (EOR) with the title of the End Or Identify handshake line of

the IEEE-488 bus. The trailing line feed character is omitted from all instrument commands

in the program 'CARYSPEC, this terminator ixing supplied automatically by the HP 1000

driver routine using the standard FORTRAN outout command, WRITE.

While the reply messages generated by the CARY spectrophotometer must be read, only

a few require testing for negative replies in a correctly :itructured program. CARYSPEC

utilizes tight ecror trapping for inappropriate combirations of instrument parameters, '4 ;
diminishing the need for exter-ive use of the error message numbers from the instrument. In

fact, only the Basel*ne Set Up subroutine checks for a negative reply and even that is 3 r

probably superfluous since illegal combinations of operating modes are trapped before calling

this routine. Such internal errror trapping provides a smoother user interface compared with

taking corrective action after rejection of bad commands by the instrument.

The full range of instrument commands and their reply formats are summarized below in 3 •

Section 1.3. Some commands can be accessed only using the 'D' command to mimic key pad

presses on the instrument. These often involve sequences of key presses to implement a single

function. Table I contains the ASCII codes required to send Key Pad entries with the 'D'

command. Howevcr, full familiarity with the instrument is required to use these effectively.

For example, the Baseline Set Up procedure could be implemented by sending a large

number of Key Pad sequences but a more efficient means is the 'J' command which includes

all of the requested baseline parameters in a single string.

I -:)

I.
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TABLE I

ASCII Codes For Touch Panel Keys

.KEY DECIMAL ASCl I

0 48 '0'

1 49 '1'

2 50 '2'
3 51 3,

.4 52 '4'
5 53 15'
6 54 '6.'
7 55 07'

.8 56 '8'

79 57 9t

5 8 : '

CLEAR 59,
CHANGE 60
ENTER' 61
ABS vs WLNGTH 64
ABS vs TIME 65 'A'
SEL WLNGTHS 66 'B'
INSTR SETTINGS 67 C'
LAMPS & DETECTORS 68 D'
AUTO OP 69 'E'
ACCRY SETTINGS 70 'F'
CALC MODE 71 'C'

BASLN SETUP, 72 1'.
TEST FUNCTION 73 o'f

'COTO WLNGTH 74 it

LOCK 75 'K'
START 80 p.

STOP 81
RESUME 82 Re
STANDBY 83 '5'

READY 84 T'
"AUTO BALANCE 85 'U'

CASSETTE 88
PRiNT 89 lye

RRICHT CURSOR 1"04 'h'
LEFT CURSOR 105 'i'

MANUAL SCAN + 106 fit
MANUAL SCAN - 107 I ke

6
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1.3 Instrument Commands Summary: .

'A' Lock or Unlock Keyboard

Command - '@AX0' where X- 0,1 (Unlock, Lock)

Reply - '#PAXO'

'B' Status Request

Command - '@BO'

Reply - '#PB[ data ]0' 5 bytes of data are returned

'C' System Reset

Commind - '@CO'

No Reply I.

'D' Activate A Touch Panel Key

Command - '@DXO' where X - ASCII code for Key

Reply - '#PDX0' 9
Reply - '#NDXO'

'E' Dump Parameter Table

Command - '@EO'

Reply - '#PE[ no. of data bytes [ data ]0'

'F' Accessory ON/OFF Control 5
Command - '@FXYO' where X- 0,1 (Turn Off, On)

where Y - Accessory Number

Reply - '#PFXYOO' where 0 before CSM - no error

Reply - '#NFXY[ error no. ]0'

'G' Return Value Of Parameter Or Variable

Command - '@CIYO' Y - Index Number Of Parameter

Reply - '#PGIY[ string length ][ string ]0'

Command - '@C2YO' Y - Index Number Of Variable

ReplXr. - '#PG2Y[ value JO'

Reply - '#NGXY[ error no. 10' for X - 1,2 "

7



'IH' Change- Vailue Of A Parameter

Command - '@HXYO' where X- Parameter Number

where Y- Required Index Value

Reply - '#PHXYZO' where Z - New Index Value

Reply. '#NXY[ error no. 10'

't Change Value Of A Variable

Command - '@IX[ number ]tO' where X- Variable Number

Reply - '#PIXO'

Reply - '#NIX[ error no. ]0'

Pit Set Up A Baseline

Command - '@J[ value I ]!...[ value 9 ]!0'

Reply - '#PJOO' where 0 before CSM - no error

Reply - '#NJ[ error no. 10'

'K' Request Real Time Data Transmission

Command - '@K1Y0' Interval mode

Command - '@K3Y[ interval ]!0' Continuous mode

where Y - 0-3 specifies delimiter (0, LF, CR, &)

Reply - '#[ data ]!...[ data ]![EOR]#...

Reply - '#NKXY[ error no. ]0' where X - 1,3 (mode)

'L' Display Message On Line 4 Of C.R.T.

Cormmand - '@Ll[ message ]O'

Command - '@LOO' Turn Off Message Display

Reply - '#PLO' No Negative Reply

9M) Accessory Mode Set Up
Command - '@MX([ value ]!O' where X- Parameter Number

Reply - '#PMXOO' where 0 before CSM - no error

Reply '#NMX( error no. ]0'

'@ Record. Trailer Set Up

Command - '@(@Y0' where Y - 0-3 (2 for CR/LF)

No reply

8



1.4 Real Time Traiismission Data Format:

The K command selects one of two real time transmission modes with the CARY 3
spectrophotometer as the active talker on the bus. The continuous mode transmits data at the

frequency of the instrument's chopper motor (15 Hz at line freqwny = 60 Hz) in an

abbreviated format of Ordinate and Abscissa. The more useful mode, as used in CARYSPEC,

is the programmed interval mode which transmits 9 instrument measurements. This increases

the overhead for each datum but the extra string processing time has been found to be 3
insignificant for the HP 1000 system. CARYSPEC limits the choice of scan speed and

wavelength interval for a maximum transmission rate of 5 Hz. This modest rate is determined 3
by the interrupt service times of the multi-user operating system rather than programL
processing speed.*

The data format for the programmed interval mode varies with the choice of Ordinate

and Abscissa modes for the CARY 2390. The data acquisition subroutine ACQUIRE within

CARYSPEC supports all 6 choices of Ordinate mode and the 4 choices of Abscissa. However,

the main portion of CrARYSPEC rejects any choices other than Absorbance or Transmittance

vs Wavelength which send data in the following formats:

A typical record for Absorbance vs Wavelength: (59 characters)

# 0.0012! 2000.00!1!01!128! 200M.00! 0.0! 28.72!-1A99.83!
A typical record for Transmittance vs Wavelength: (58 characters)

# 100.06! 2000.00!1!01!128! 2000.00! 0.0! 28.72!-199.73!

These fields corrspond to Ordinate, Abscissa, Cell #, Cycle #, Sample #, Wavelength, Time,

Temperature and Gel Scanner Distance. Transmissions from the CARY 2390 are read

left-justified into a CHARACTER variable dimensioned to length 64. This is sufficitnt for all

operating modes and makes ACQUIRE a general purpose subroutine for use in other

programs. Since the record format is fixed for each choice of Ordinate and Abscissa there is

no need to search the data strings for the '!' delimiters. CARYSPEC begins substring

extraction at character position 2 and uses arrays XOFF(I) and YOFF(J) to determine the

offsets for the first two data fields. The remaining subrtrings are fixed length and tfieir

b-oundaries ar-t calculated from the sum of the lengths of the first two data fields.

9
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1.5 Illcgal IParamfctr Changcs:

Several instrument parameters have been masked off from changes by an external

computer, so becoming READ ONLY. The slit -height parameters 022 & 026 are not

programmable .'since the-slit height is a manual. adjustment. The Baseline parameters also are

intended to be READ ONLY in order to prevent overwriting the descriptors for a current

baseline. Hence, parameters #23 -#26 are updated only when a new Baseline request is sent

using the 'J' command. The Baseline status parameter #37 has limited accessibility and can

be turned ON or OFF only. CARYSPEC also allows parameter #37 to be set to the

RECORD and ON/SETUP states by issuing Key Pad sequences with the 'D' command. r
However, CARYSPEC does not use these settings to actually record the Baseline. The settings,

are used only to transfer setup information bttween the instrument and baseline menu

parameters for users accustomed to this feature.

Unfortunately, two setup parameters, DERIV TEMP RANGE (#11) and TEMP ZERO

(#13), have also been masked off making it difficult to control the CARY in some operating

modes. However, it was discovered that the DERIV TEMP RANGE can be set by using

parameter #10, the DERIV RANGE settings for Absorbance and %T. Thus, parameter #11

appears to be an internal table only. Special action has to be taken in selecting the derivative

range settings since only the 1,5,10 sequence is valid while a 1,2,5,10 sequence can be

-selected. CARYSPEC includes an INDEX array var'able which holds the valid indices for the

derivative modes. This allows derivative spectra to be drawn while the external computer

acquires the raw measurements. While CARYSPIEC does not allow acquisition with

TEMPERATUPE as the Ordinate or Abscissa, the functionality of the Temperature setup,

modes is preserved with one except~on. The TEMP ZERO parameter can not be set from the

external computer and only the range can be selected from C-4RYSPEC. Since this is not a

feature required for CARYSPEC no attempt has been made to issue a Key Pad sequence for

TEMP ZERO.

The CARY 2390 also masks off the %T offset variable (#10) when the 200 %T range is

selected. This appears to be desigred so that only a 0-200 %T range can be selected..

However, if a -non-zero offset has already been set for noth'er scale then selection of the

200 %T range will not result in a 0-200 %T scale - it ' !ave the old offset. This illegal

mode can be reset by changing to another r~nge and setting the offset to zero before

selecting the 200 %T range again.

10
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SOFTWARE DESCRIPTION 1
2.0 Purpose Of CARYSPEC: 3

The collection of spectrophotometric data in digitized form provides both a permanent

mneans of storage and the ability to perform more sophisticated analysis. While the instrument

obtains spectral measurements as absorbance vs wavelength (nm), plotting programs can rescale

the raw data into more meaningful units 'such as molar absorptivity vs wavenumber (cm-.).

Techniques such as difference spectroscopy no longer need to be performed in real time since

data files can be manipulated easily to achieve this function by scaling and subtraction. Noise

can be removed from single scan spectra using least squares smoothing- while similar functions*

can be used to generate derivative spectra which are more accurate than those produced in

real time by tne CARY 2300-2400 series spectrophotometers on their internal per recorders.

Such benefits make it worthwhile to develop software for data transfer between the CARY

spectrophotometer and an external computer system, in this case a Hewlett-Packard 1000

minicomputer running the Cl shell and RTE-6/VM operating system.

2.1 Language Features Of CARYSPEC:

The program CARYSPEC was written in FORTRAN 77 since this language provides the

most complete set of interface and control functions available on the HP. 1000. The

communication between FORTRAN '77 and the IEEE-488 interface to the CARY 2390

spectrophotometer is completely transp:.-.nt and standard READ/WRITE statements control the

operation of the instrument and the collection of data transmitted by the CARY. Therefore, U
the program is portable, with some minor alterations, between systems supporting the

FORTRAN 77 language and IEEE-488 Input/Output. CARYSPEC uses three machine specific

function calls requiring substitution to run on a different host system. The first is CALL

FFRCL(79) which changes the free field record length from the default value of 72 to 79.

This is used to provide more column space on the console display screen. The second is a

call to read the system clock to provide calibrated delay loops. Thus the operation of 5
SUBROUTINE Wait(DELAY) and FUNCTION Time(l) would need to be altered. The third is

CALL ABRT(35,3) which terminates transmission from the CARY by sending

UNTALK/UNLISTEN on the IEEE-488 bus. Syntactical differences also appear between

various versions of FORTRAN 77, particularly in the READ/WRITE statements. CARYSPEC

uses the format READ (1 .... ) and WRITE (1 .... ) for the user's console (defined as LW-I)

while Microsoft's compiler uses an to denote the console unit.

iI
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2.2 Structure Of -CARYSPEC:-

CARYSPEC comprises a large main program unit containing most of the c€nsole menu -

displays, block data for named COMMON variabkz sand a number of subroutines that perform

string processing, input validation and communication with the CARY .2390' spectrophotomneter..

The main -program is responsible for all the logic flow and the subroutines execute specific

support tasks, which are summarized below:

The main program unit of CARYSPEC comprises 9 distinct segments of code to carry

out the the functions of instrument setup, spectral data acquisition and disk file data storage.

The code fragments appear under the following assigned labels: MENU. SPECTRUM.-

BASELINE, ADVANCED, INSTRUMENT, LAMP, ACCESSORY, STORE and EXIT.

MAIN PROGRAM

MIENU:

This is the first and main control menu of the program, selecting entry to the remaining

instrument control menus, data acquisition, storage and exit ioutines. The choices are as

follows:

'A' ..... Acquire Spectrum

This selection branches to label SPECTRUM and performs logical tests for the

presence of a valid Baseline in the CARY, valid choices of Abscissa/Ordinate

modes and the presence of an unstored spectrum in memory before proceeding

with data acquisition. If there is no valid Baseline information in memory, the

program will branch to label BASELINE. If the Abscissa/Ordinate settings are

inappropriate the program will branch to label INSTRUMENT.

.'B' .... Baseline Setup [
This selection branches to label BASELINE which reads the current instrunient

settings and presents the pertinent Baseline parameters in a menu arrangement i-,.

similar to the equivalent display on the CARY. The user can alter these selections

but most will not take effect unless a new Baseline scan is recorded on exit from

this mpnu. Otherwise, an exit is made to the main MENU with tht instrument

baseline settings intact, a feature of the CARY which prevents inadvertent

alterations to the parameters describing the current instrument Baseline.

12



'1.Instrument Settings.

This selection branches to label INSTRUMENT. reads the current instrument :

settings and presents the most important In a rbenu arrangement similar to the

equivalent display on the CARY. The user may alter thes- instrument settings &no

any chinges are implemen'rd immediately by the instrument. If such changes affect

the quality of the Ba~seline matching for a subsetitent acquisition scan then the
chan Lges will be overridden automatically, if possible. Otherwise, the user will be

directed to record a new Baselino. scan with the altered settings, followed by3

acquisition of the spectrum. In most cases the automatic matching routines will take

effect to provide a smooth user interface.

....Larrips/DetectorslAccessories
This scicct-on branches to labtl ADVANCED and reads the current instrum'entI

settings and presents a number of menu selections for subsidiary fur.ctions atid

cperating mode.- of the CARY. Selection 'I' branches to label LAMP and presentsU

a menu wiauch lists the status of the lamp and detector modes, which then may be

aftered. Selection '2' branches to label ACCESSOR7 and presents 'a menu which

lists the statuts of the temperature and printer accessories, which then, may b-- setup

as desired. Selection '3' !or automatic operations is not yet supported.

'....Store File On Disk

This selec:tion branches to label STORE anJ prompts the user for entry, of

pertinent file information before saving a data file to disk. This routine inc~ud'--s

standard error checking for File Exists, File Open and disk transfer errors. The
user is returned to the main MENU on exit.

.X....Exit

This selection braches to label EXIT and checks for the presence of an unstored

spectrum which cawe-s a prompt for confirmation before procceeding. The user then

has the option of setting the CARY to standby mode, if desired, before the*

program stops5.
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SPECTRUM: -

'jThis portion of CARYSPEC controls the acquisition of a spectrum from the CARY 2390

spectrophotometer. On entry. this code will check important instrument parameters and

* j. status,variables and. perform condtional branches to BASELINE, INSTRUMENT or

MENU - if the *condition~s 'outlined. above are not satisfied. A successful' entry, will,- display a

reques' for the wavelength scan -limits, which, default to the Baseline scan range. New

limits may be chosen and are validated for the range 185-3152 nm. (The limits may

exedteBslnUag u hswl as usqetcl oSBOTN ln
withthenewlimits and current instrument, settings before returning to the. data

acquisition loop.)

The remaining entry required is the step size interval. (0.01-5 unm) during the scan. TheIi ~instrument is capable of'0.01 rnm steps in the UV-VIS region or 0.04 nni in the Near

IR. No restrictions are placed on the user in this regard but it is strongly recommended.U j that sensible units be chosen, e.g. .1; .2, .25, .5' rn. The program will reject

combinations of scan rate and step size which would result in the data rate exceeding

5 Hz. This restriction is a result of the rather slow multi-user environment of the

HP 1000' rather than a processing speed problem. Either scan rate or step size may' be3 altered to meet this condition. Finally, the wavelength range and step size are used to*I check the number of data points for the scan. If the request exceeds 10001 points the

user is prompted for a new step size.

After satisfying the basic conditions above the program will perform a number of checks

on the current operating conditions.. of the CARY 2390 to determine whether these will

match the conditions for the Baseline scan. Mismatched settings of SBW (rnm) and GAIN
will be reset automatically to smooth over some instnjment peculiarities. Other
mismatches are assumed to be operator requirements and result in a prompt to recorda

new Baseline scan. The user may either proceed or abort this operation and return to

- the main MENU to take corrective action.

U , Successful traversal of, all the matching checks will present a listing of scan parameters

* and a prompt to Start or Abort the scan. Aborting will return the user to the main

j MENU and restore. the parameter strings describing any previous spectrum in memory.

Starting will .position the znonochrornator to the starting- wavelength and prompt for Print

to Screen during the scan - removal1 of this 1,'0 overhead helps prevent missed data ;lth

several users on the HP 1000. The remainder of the acquisition is automatic, returningI ,to the main MENU after completion.
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BASELINE: .,

The current instrument Baseline parameters are read on entry to this section of

CARYSPEC for display in a menu format similar to the Baseline Setup menu on the

instrument. This code is responsible for the selection of all relevant parameters for a

new Baseline scan. However. since most of these parameters are masked from direct

changes by the computer, via SUBROUTINE Select, a number of inappropriate

combinations are tested for after each new selection is made. These tests reset the bad

parame~er requests to the most appropriate selection thereby eliminating the 'rejection of

any parameters in subsequent calls to SUBROUTINE Bline. After validation of the

Baseline parameters the program tests whether the operating mode at the start of the

scan will be AUTO GAIN (MODE = 1) or AUTO SLIT (MODE - 2). The integer•

variable MODE then controls the logical operation of the remainder of the program and

SUBROUTINE Bline where choices between SBW and GAIN settings are important for

determining or controlling the operation of the CARY 2390.

A special exit is made from the BASELINE code for setting the instrument GAIN level

if the requested value exceeds the current setting by more than a factor of 10, which

can result in misbeaviour of the slit servo system of the CARY 2390. A sudden. large

increase in GAIN should just send the instrument closer to zero slit width. However, on

this CARY 2390, at least, the slit width can overshoot through zero and continue to

fully open the slits with high gain, seriously imperilling the detectors! To prevent such a

disaster the program will select AUTO SLIT mode and brinch to line 490, which is part

of the INSTRUMENT code fragment. This subsection resets the current instrument GAIN

in factors of 10 until it matches the new Baseline request. The logical variable

TRANSFER controls the exit from this routine back to BASELINE.

On exit from the Baseline Setup menu the user may either record a new Baseline or

return to the main MENU. Both options read the current instrument parameters before

returning to MENU, keeping the program updated. This is performed by re-using part of

the code at the start of the BASELINE fragment under the control of logical variable

TRANSFER. If a new Baseline is recorded the program will monitor the instrument until

completion of the" procedure and then issue an AUTO BALANCE command to zero the

instrument on the reference material. Subsequent data acquired via the SPECTRUM

fragment will-therefore produce baseline corrected spectra.
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ADVANCED:.

This portion of CARYSPEC presents a small menu of subsidiary ins trument setup

functions that may need to be changed occasionally. The selection are:

'1 ..... LAMPS &. DETECTORS

This selection will display a further menu which lists the current status of the

LAMP POWER. LAMP SELECT and DETECTOR SELECT modes. Normally, both

lamps are ON and the lamps and detectors are in AUTO SELECT mode. These

settings can be changed to increase the working wavelength range for the individual

lamps or detectors. {NOTE: Individual selection of a lamp or detector prevents

lamp or detector changes and thereby prevents coverage of part of the wavelength.

range'accessible with AUTO SELECT modes.)

'2'....ACCESSORY SETTINGS

This selection allows the user to turn on and setup two installed accessories, the

. 'TEMPERATURE READOUT and the thermal PRINTER. On entry to this routine

both accessories are commanded to an OFF status. If a positive reply is received

from the CARY that parameter is reset to ON. If the TEMPERATURE accessory

is selected and turned ON a small menu is presented for selection of the

TEMPERATURE RANGE. If the PRINTER option is selected and turned ON a

subsidiary menu is presented to select the operating mode and interval step size for

printer output. The modes supported are Wavelength, Time and Temperature.

However, CARYSPEC only acquires data In Wavelength mode.

'3' ..... AUTO OPERATIONS

This selection is intended for future expansion for automatic repetitive scans.

Currently, it,prints an error message and returns for another selection.

'X ... EXIT TO MENU

This entry returns to the main MENU.
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INSTRUMENT:.

This section of CARYSPEC reads the current wavelength and instrument 'settings from

the CARY and presents the most Important functions In a menu format that is very

similar to the equivalent display on the instrument. Changes made from this menu are

executed by the CARY 2390 immediately. The selections are:

'0' ..... WAVELENGTH
This selection allows the monochromator to be repositioned to any valid wavelength

for the current selections of Lamp and Detector modes.

'1' ..... ORDINATE

Only Absorbance, %T and Temperature are selectable from this menu. However,

CARYSPEC will not allow Temperature as a valid ordinate during scans.

'2' ..... ABSCISSA
Wavelength, Time and Temperature are selectable from this menu. However,

CARYSPEC only allows Wavelength as a valid abscissa during scans.

'3' ..... SCAN RATE

The scan rate must be chosen in combination with spectral bandwidth and filter

period for accurate recording of bandshape. There is a particular difficulty in the

650 am region where a Wood's anomaly causes poor baseline correction. The scan

rate should not exceed 1 nm/sec per SBW (nm) per second period.

'4' ..... CHART DISPLAY

The chart recorder may be used on any setting during data acquisition.i

'5' . .... REFERENCE MODE

The instrument is normally used in AUTO SELECT mode to allow full wavelength

coverage with both lamps and both detectors. However, AUTO GAIN and AOTO

SLIT modes may also be used for wavelength scans. The working range for these

depends on the detector mode selected. AUTO GAIN may be used above 800 nm

with the PM Tube if the UV/VIS detector modes is selected. AUTO SLIT mode

can be used for the full instrument range (185-3152 am). The reference mode for

data acquisition must match that used for the Baseline scan. SINGLE BEAM mdde

is not valid for wavelength scans and is intended only for instrument adjustments.

17



'6' ..... SBW (-nin), GAIN

This selection allows setting of either the SBW or GAIN depending on whether the

CARY is operating in AUTO GAIN or, AUTO SLT. mode at the current

wavelength. The actual operating mode.for AUTO SELECT reference mode is

determined by the wavelength and detector select mode. These are checked by

CARYSPEC to determine the correct prompt and instrument command.

'7'....PEN FUNCTION

The pen operates independently of the raw spectrophotometric data sent via the

IEEE-488 bus to an external computer and may operate in any valid mode during"

data acquisition. The Ordinate choice determines which modes are valid and"

inappr()priate selections are masked by CARYSPEC. However, it is perfectly feasible

to draw a second derivative spectrum while acquiring data via the ]EEE-488 bus.

'8'. ...PEN LIMITS

This selection allows for setting the range and offset for all valid Ordinate, modes.

The NORMAL mode 'pen limits are selected via the Parameter and Variables

Tables. The %T mode has a minor bug for the 200 %T scale. If a previous

choice has set a non zero offset this will not be correctly reset to 0 %T asI expected since the %T.,., variable is masked off by the CARY on the 200 %T

scale. Similarly, the Temperature zero offset parameter can not be changed by an

external computer. though'the setting is read by CARYSPEC. A non-zero offset

entered from the instrument keypad will be displayed but only the range can be

set by CARYSPEC. The Derivative and Log(Abs) mode limits are handled by

parameter table selection with special handling, of the indexing to prevent use of

invalid settings in the CARY firmware table.

'9' ..... RESPONSE TIME (sec)
This ,selection allows the filter period to be set to 0.5, 1, 3 or 10 seconds.

During the recording of a Baseline the period should be set to 0.5 seconds for

muximum fidelity in the 650 nm region where there is a Wood's anomaly. Failure

to observe the scan rate. filter period and SBW limitations will results in improper

j baseline corrections. Higher period settings can be used on subsequent spectra with

little prejudicial effect.

18
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• I
'10' .... BEAM INTERCHANGE . I

This selection allows the front and rear light beam paths to be interchanged

between the ;ample and reference channels for special applications, such as the

diffuse reflectance accessory.

'11' ..... SLIT HEIGHT I
This selection is not valid - it is a READ ONLY parameter for the manual slit

height setting. I

'X. ..... EXIT Instrument Menu

This selection performs a return to the main MENU.

LAMP:

This subsidiary menu reads and reports the current status of the lamp and detector

operating modes. The selections are:

'' ..... LAMP POWER

Normally, the instrument is operated with this parameter set to BOTH ON '

enabling the complete wavelength range to be covered. However, the UV or

VIR/NIR selections may be made to prolong the life of a lamp. CARYSPEC does

not automatically turn on lamps as required for a particular scan.

"2 ..... LAMP SELECT

For complete coverage of the wavelength range 185-3152 nm this parameter must

be in the AUTO select mode, which will result in a lamp change at 340 nm. The

range covered by the individual lamps may be extended - up to 400 nm for the

D2 lamp (UV) and down to 270 nm for the tungsten lamp (VISINIR). However,

no lamp change will then be made. CARYSPEC provides error checking for the

latter two modes to prevent positioning the monochromator outside the valid

wavelength limits since this vould result in the instrument turning OFF the current

baseline. Recovery from such a state involves repositioning the monochromator and

using the ON/SETUP selection for Baseline Status in the Baseline Setup menu.

'3' ..... EXIT TO MENU "

Thi.5 selection returns to the ADVANCED menu.
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ACCESSORY:
The CARY 2390 has two installed accessories programmable by an external computer.

The selections are:

'1'.... .TEMPERATURE READOUT

This selection should normally be turned ON so that subsequent data files are

stored with the correct temperature (a reading of 2.55 is passed by the CARY with

the accessory OFF). If this selection is made and turned ON a further menu wiaI

be presented for selection of the temperature range. This only affects the pen

scaling with TEMPERATURE as the Ordinate or Abscissa -not valid modes for:

data acquLsition in CARYSPEC. Thus, selecting 100 degrees is recommended.

2 ..... PRINTER

This selection allows ihe user to setup the thermal strip printer to provide

instrument readings at selected intervals during a scan (1 point/sec max.). While

the selections include WAVELENGTH, TIME and TEMPERATURE the latter two

i are not valid scan modes in CARYSPEC.

STORE:

This portion of CARYSPEC- provides the data file storage routine. On entry to this code

CARYSPEC checks that a spectrum has been acquired and has not yet, been stored.

Otherwise, the program return- to the main' MENU. After th!s validation the program

will present a series of prompts for Filename and Directory information, which are thenI.
used to build a P:thname and to check that such a file does not already exist iri the

specified directory. If the filename is valid the user will be prompted for the LABEL,

DATE, CONCENTRATION (Ma) and PATHLENGTH (cm) file descriptors followed by

disk file' storage. The data file is stored in the following format given .n Table I1.

EXIT:

This final portion of CARYSPEC checks that any spectrum in memory has been stored

•'1 and prompts for confirmation before allowing the user to terminate the program. On exit

the user may,.elect to set the CARY 2390 to standby mode if no further spectra will be

acquired.

20
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1 I
TABLE I1 I

Data File Format I

t '
Line File Variables Format Type a

I
1 TITLE CHARACTER (A72)

2 DATE CHARACTER (A8)

3 XMIN,XMAX,XSTEPCONC.PATH REAL (
4 ORD,ABSC,CELL,CYCLE,SAMPLE, REAL (*)

WAVE,TIMER,TEMP,DIST

5 J,K,NARRAY INTEGER (13. 16)

6-54 PARAM(I) INTEGER (MI
55 VARIABLE(I) REAL (

56-/ Y(1) REAL( I
/---eof X(I) REAL(

a: ( indicates free field format I

I
I
I
I

"I
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2.3 BLOCK DATA.:

All COMMON variables by CARYSPEC are held in named COMMON blocks and

initialized in BLOCK DATA immediately following the main program unit. The compiler

directive iNOALLOCATF/. is used to ensure that .only one block of memory is -set aside

during the multi-level segm ntation of CARYSPEC. The variables contained within the

COMMON blocks are listed blow:

IMODF/ Contains C MMON INTEGER variables

NDATA Number of d ta points in a scan

Value set in main program

Value used in SUBROUTINE Acquire'I
Value stored n NARRAY in main program for disk. data file

I XMODE Specifies abscissa mode for selecting length of data field

Value set in main program

Value used in SUBROUTINE Acquire as index for local array XOFF

YMODE Specifies ordi ate mode for selecting length of data field

Value set in main program

Value used in SUBROUTINE Acquire as index for local array YOFF

/CARY/ Contains COMMON REAL variables

ORD, ABSC CELL, CYCLE, SAMPLE, WAVE. TIMER, TEMP. DIST

Values corres nd to the 9 instrument readings sent during scan

Values set in SUBROUTINE Acquire

j Values used n main program

Values stored in disk data file

22
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I
/IP/ Contains COMMON INTEGER arrays

NPAR Specifies the number of settings for each in..•ru-ment parameter

DIMENSION = 49

Values set in BLOCK DATA

Valth's .sed by SUBROUTINE Select for changing instrument settings

OFFSET Species the index offset in the parameter table

DIMENSION = 49

Values set in BLOCK DATA

Values used in SUBROUTINE Select for changing instrument settings

" ~I

IISI Contains COMMON CHARACTER string arrays I

Pname Specifies the 'names of instrument la-iameters for screen display

DIMENSION = (49)-10 characters

Values set in BLOCK DATA

Values used in SUBROUTINE Seiect

Vname Specifies the names of instrument variables for screen display I

DIMENSION = (49)-8 characters

Values set in BLOCK DATA

Values not used in current version (for futuie use)

I
I

I
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2.4 SUBROUTINES:

CARYSPEC uses subroutines to perform specific tasks which, with one exception, are

required more than once. Terminate is setup as sa subroutine solely for clarity of main

program execution. .The purpose and calling sequences are listed below:

ft. Acquire(Inc,PRINT,SINGLE,WAVELENGTH)

Performs real time data acquisition from the CARY 2390 in tno modes,

single point for updating the current monochromator position and scan mode

at Inc (nm) steps. COMMON variables XMODE, YMODE and NDATA.

select the correct data string format for the Abscissa and Ordinate modes

selected by the main program unit and the number of data points required

in the scan. The scars mode stores each Abscissa and Ordinate value in

EMA COMMON arrays X and Y. COMMON BLOCK /CARY/ returns the

final set of readinr to the main program unit for data file storage.

/MODE/ INTEGER XMODE,YMODE,NDATA input variables control acquisition

/I CARY/ REAL ORD,ABSC,CELL,CYCLE-,SAMPLE,WAVE-,TIMERTEMP,DIST output

/DATA/ REAL arrays X,Y hold Abscissa and Ordinate values for output

Inc CHARACTER*4 variable input which specifies the interval (nm)

PRINT LOGICAL variable input which turns screen output on/off during scan

I SINGLE LOGICAL variable input which selects single datum or scan mode

WAVELENGTH

REAL variable output for single datum mode

EjCALLED BY: Main program unit only

I CALLS: SUBROUTINE Val
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I
Bline(WMIN,WMAX,Bdet,Bgain,Blamp,Bpcriod,Brate,Brd,Bsbw,Bslit,Bscan,Btirme,

MATCH,MODE)

Performs a Baseline Setup by sending a list of instrument parameter.

requests 3 the CARY 2390. Validation of the instrument settings is

performed by the matin program unit before calling Bline.

WMINWMAX Wavelength limits passed rom main program unit

I
Bdet CHARACTER01 variable inpm~ to select detector mode

Bgain CHARACTER04 variable input to set gain value

Blamp CHARACTER*1 variable input to select lamp mode 1
Bperiod CHARACTER*I variable input to select period setting I
Brate CHARACTER*I variable input to select scan rate setting

Bref CHARACTER0I variable input to select reference mode

Bsbw CHARACTER04 variable input to set SBW value

Bslit CHARA1CTER*I variable input to match physical slit height

Bscan CHARACTER*I4 variable input for screen display of scan rate

Btime CHARACTER*14 variable input for screen display of period I
MATCH LOGICAL variable .TRUE. on entry and exit unless scan aborted

MODE INTEGER variable input to specify AUTO GAIN/SLIT mode I

I
I
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Ccntcr(TITLE)'

Prints a string on the user console centred within a 72 column line.

I TITLE CHARACTER'72 string, contents set. by calling unit

ICALLED BY: Main program unit, SUBROUTINE Select, SUBROUTINE Bline and

SUBROUTINE Acquire''CALLS: None

~I GOTO(Wlength)
* Performs the same function as the Key Pad GO TO WLNGTH on the

instrument to enable repositioning of the monochromator to a specified

wavelenjt.h. Error trapping for illegal or inappropriate settings is performed

I by the main program unit and no negative reply is tested for.

Wlength CHARACTER*7 variable input from the main program unit

CALLED BY: Main program unit only

f CALLS: SUBROUTINE Send, SUBROUTINE Instats

EXTENSION: LEN(string) function, HP extension to FORTRAN 77

! 1 Instats(Slew,...,Windex)

Performs a request for current instrument status from the CARY 2390. Slew

is used to determine if the monochromator is still in motion. The other

variablzs are not used in this version. No negative reply is issued by the

CARY for this command.

SlewModel,Ncell,Range,Windex

CHARACTER*I variables passed back to calling unit

J CALLED BY: Maia program unit, SUBROUTINE GOTO

CALLS: None

I2



Umits(MIN,MAX)

Reads entries for the wavelength limits from the user console, swaps the

entries if necessary and validates the entries against the instrument limits

(185 - 3152 nm). The values are then rounded to whole digits.

MIN,MAX REAL variables passed back to main program unit

CALLED BY: Main program unit only

CALLS: None

Une(N)

Prints a line of '-c haracters to the user console N columns wide and

centred within a 72 column line.

N INTEGER variable input from calling unit

CALLED BY: Main program unit, SUBROUTINE Select, SUBROUTINE Bline and

SUBROUTINE Acquire

CALLS: None

Partable(PARAM)

Performs a request to send the parameter table from the CARY 2390 and

processes the reply to update the program's list of current instrument settings

held in the integer array PARAM. No negative reply is issued by the CARY

for this command.

PARAM INTEGER array output which holds the Instrument parameter settings

DIMENSION = 49, values set by CARY and SUBROUTINE Select

CALLED BY: Main program unit only

CALLS: None
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Ii

Selcct(N,PARAM,Pstr)

SPerforms selection of available instrument settings for parameter N. Calls

SUBROUTINE Send(Command) to set new parameter values. Negative replies

are not tested since the parameter. table values are read again on return to

the main program menus calling Select. A special fix. has..been added. for

I Derivative modes to use only valid selections from PARAM(II) and Pstr(II).

N INTEGER Input value (1 - 49) representing parameters 0 - 48

PARAM INTEGER array input of current instrument parameter settings

DIMENSION = 49, used to detect sp.'cial case indexing for Pstr

Pstr CHARACTER string array containing all selections for parameters

DIMENSION = (49,16)*14 characters, 41-49 not used in this version

/IP/ INTEGER arrays NPAR,OFFSET used to select index number for Pstr

/IS/ CHARACTER array Pname containing the names of each parameter

1 ]DIMENSION = (49)010

INDEX INTEGER array of valid index values for Derivative modes

DIMENSION = 11, uses local data for indices to PARAM(II)

S I Send(Command)

Performs an IEEE-488 WRITE to the CARY 2390 to send a string

command to the instrument and to read the reply. Negative replies are not

checked using this routine. Commands are either validated before calling

Send or parameters and variables are read afterwards to check the results

from Send.

Command CHARACTER variable holding an ASCII string command for CARY

J DIMENSION = variable, set by calling unit.

CALLED BY: Main program unit, SUBROUTINE Select, SUBROUTINE GOTO -

CALLS: None
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I.

Str(VALUE,String,PREC) .

Performs a conversion from numeric value to a string number for floating

point numbers only with up to 12 digits precision. This is more than

required by the CARY 2390.

VALUE REAL variable input to be processed by the routine

String CHARACTER*I4 string output corresponding to VALUE I

PREC INTEGER variable input to set the rounding precision for string

CALLED BY: Main program unit, SUBROUTINE Bline

CALLS: None

Terminate

Performs an IEEE-488 WRITE to UNTALK the CARY 2390 and terminate

real time transmission mode.

CALLED BY: Main program unit only

CALLS: ABRT(35,3) an EXTERNAL class system level routine

This function sends the UNTALK/UNLISTEN characters .

Uppper(Code)

Performs a check for lower case characters in a string of arbitrary length

and converts to upper case if necessary.

Code CHARACTER variable passed into routine and UPPER case on exit

DIMENSION = arbitrary, set by calling unit

CALLED BY: Main program unit, SUBROUTINE Bline

CALLS: None
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3 Val(String,VALUE)

Performs a conversion from string to numeric value for a string number

containing up to 10 digits. This is more than required by the CARY 2390.

String CHARACTER string.input to be processed by routine

DIMENSION.= arbitrary, set by calling unit

VALUE REAL variable. output

CALLED BY: Main program unit, SUBROUTINE Vartable, SUBROUTINE Acquire

S1 CALLS: None

Vartable( VARIABLE)

Performs a request to send all 14 instrument variables and processes the

replies to update the program's list of current values held in the floating

point array VARIABLE. Negative replies from the CARY are not tested in

] this routine since illegal requests are not issued by Vartable.

VARIABLE REAL array output which holds the instrument operating variables.

DIMENSION =' 14, values set by CARY and main program unit

SCALLED BY: Main program unit only

! CALLS: SUBROUTINE Val

Wait(DELAY)

Performs a loop which tests the system clock until DELAY seconds have

elapsed. The routine does not make provision for the special case at the

transition to 2400 hours.

DELAY REAL 'variable holding the value of the delay period in seconds

SCALLED BY: Main program unit and SUBROUTINE Bline

CALLS: FUNCTION Time(1)
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I
2.5 FUNCTIONS -

CARYSPEC uses only one function subprogram that makes an EXEC call to read the

System time.

I
Time(I)

Performs an EXEC call to read the system clock and converts the reading to

seconds and centiseconds. I
I Dummy argument

CALLED BY: SUBROUTINE Wait only

CALLS: EXEC(ICODE,ITIME) system level command

PROGRAM CODE I
3.0 Source Code Availability: I

The source code for program CARYSPEC is an 83K ASCII text file available on either a

Hewlett-Packard Lcartridge tape or an IBM 360K format floppy disk. All requests should be

accompanied by the blank medium desired. A printed copy of the source code is listed below. I

3.1 Variable Names And Usage: I
A complete listing of the INTEGER, REAL and CHARACTER variables for the MAIN

segment of CARYSPEC is given below in Tables Ill, IV & V, respectively. The subroutines

use the same names as the main program for the same variables. Additional variables in the

subroutines and simple integers, I-N, are not documented since their usage is rather obvious.

The logical variables MATCH, PRINT, SINGLE and TRANSFER are used within the program

to control conditional branching. MATCH is related to BLOCK IF tests for matching of the

baseline and spectrum parameters. PRINT controls whether data will be printed to the console

screen during data aicquisition. SINGLE controls the operation of Acquire to update, thi

wavelength. TRANSFER is use!d for special branching to retlse portions of code.
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I.
* Tablc Ill

Glossary of INTEGER Variables

Name Description Value

ACCESSORY Assigned Label - Accessory Setup Menu 600

ADVANCED Assigned Label - Subsidiary Functions 350I BASEUNE Assigned Label - Baseline Setup Menu 200

EXIT Assigned Label - Terminate Program 900

J INSTRUMENT Assigned Label - Read Cary Settings '390
LAMP Assigned Label - Lamp & Detector Modes 570

MENU Assigned Label - Main Control Menu 10

PARAMETERL, Assigned Label - Instrument Setup Menu 400

SPECTRUM Assigned Label - Acquire Spectrum 90

STORE Assigned Label - Store Disk File 700

I ASCII ASCII code for a command output > 48
MODE Controls the selection of AUTO GAIN/SLIT 0,1

NARRAY Number of data points in spectrum - file 1-10001

NCOL Number of screen columns in menu display 50-70
NDATA Number of data points in spectrum - Acquire 1-10001

, PREC Precision for rounding function in Str '3,4

XMODE Selects abscissa data format in Acquire I

- YMODE Selects' ordinate data format in Acquire 1,2

NPAR(49) Number of settings for each paraaneter 1-16

OFFSET(49) Index offset for parameter settings 0-11

j PARAM(49) Instrument operating modes table 1-16

I
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C, I
STable IV 3

Glos~ary of REAL Variables

Name Description

ORD Final ordinate value returned by Acquire i
ABSC Final abscissa value returned by Acquire
CELL, Final cell 0 value returned by Acquire
CYCLE Final cycle 0 value returned by Acquire
SAMPLE Final sample # value returned by Acquire
WAVE Final wavelength value returned by Acquire
TIMER Final time value returned by Acquire
DIST Final distance value returned by Acquire

BAND Spectral Bandwidth (nm) - AUTO GAIN mode
CONC Concentration of sample (M) - file variable
GAIN Instrument gain - AUTO SLIT mode
NUMBER General purpose data entry variable
PATH Pathlength of sample cell (cm) - file variable I
PMIN Pen scale minimum limit
PMAX Pen scale maximum limit
RATE Numeric equivalent of scan rate parameter 1
RATIO Variable for data rate & slit gain checks
SPECBAND File variable for SBW (nm) at X,,. (nm)
SPECGAIN File variable for GAIN at 'X (nm)
STEP Numeric value of step size (nm) interval
WAVELENGTH Current monochromator position (nm)
WMIN Requested ending wavelength for scan
WMAX Requested starting wavelength for scan
XMIN File variable for WMIN
XMAX File variable for WMAX
XSTEP File variable for STEP I
ZERO Pen scale offset variable, %T and Deriv. modes

VARIABLE(14) Instr-iment operating conditions table
X(10001) Wavelength array I
Y(10001) Absorbance or %T array

°3I

I
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I Glossary Of CHARACTER Variables

Name DescriptionII,

If Screen Control:

BELL CHAR(7) bell character
CLR*2 Clear screen
DOWN*2 Move cursor down 1 line
ESC CHAR(27) escape characterSHOME*2 Move cursor to upper right corner
UP*2 Move cursor up I line

Instrument Status:

Bdet Baseline detector mode
Bgain*4 Baseline gain setting
Bgbw*4 Baseline SBW or GAIN, depending on mode
Blamp Baseline lamp mode
Bmin*4 Baseline ending wavelength
Bmax*4 Baseline starting wavelength*Bperiod Baseline filter setting
"Brate Baseline scan rate
Bsbw*4 Baseline spectral bandwidthI- Bslit Baseline slit height
Odet Previous spectrum detector mode

* Ogain*4 Previous spectrum gain setting
Olamp Previous spectrum lamp mode
Omin*4 Previous spectrum ending wavelength
Omax*4 Previous spectrum starting wavelength
Operiod Previous spectrum filter setting
Orate Previous spectrum scan rate

Osbw*4 Previous spectrum spectral bandwidth
Oslit Previous spectrum slit height
Sdet Spectrum detector mode
Sgain*4 Spectrum gain setting
Slamp Spectrum lamp mode
Smin*4 Spectrum ending wavelength
Smax*4 Spectrum starting wavelength
Speriod . Spectrum filter setting
Srate Spectrum scan rate
Ssbw*4 Spectrum spectral bandwidth
Sslit Spectrum slit height

1 .34



iI
Instrument Control:

Accon*3 Turn accessory on command
Accoff3 Turn accessory off command
Autobal*4 Perform auto balance to zero reading
Command*44 String of instrument commands to CARY
CSM Checksum character for data transmission.
Blstat*5 Read baseline status parameter command I
Instr*4 Recall instrument stup menu display
Key-2 Press key command
Lock*4 Lock keyboard command
Messon*3 Send message to line 4 of CARY display
Messoff*4 Clear message from CARY display
Par*3 Read parameter command
Parset*2 Change parameter command
Ready-4 Releate CARY from standby mode
Response*64 Siring for reply messages from CARY
Setup*4 Record trailer setup command I
Standby*4 Place CARY in standby mode
Start*4 Issue a start command
Stop*4 Issue a stop command
String*14 String to pass data to or from subroutines
Unlock*4 Unlock keyboard command
Var*3 Read variable command
Varset*3 Change variable command

Program Control:

Access(5)*4 Accessory status (OFF, ON)
Astat*10 Auto balance status (OFF, SET)
Bscan*14 Scan rate, Baseline screen output
Bstat*10 Baseline status (OFF, ON, ON/MATCH) I
Btime*14 Filter period, Baseline screen output
Code Menu selection variable
Icode Parameter setting in ASCII format
Pcode Parameter number in ASCII format
Pname(49)*10 Table of names for each parameter
Printer(6)*12 Printer operating mode
Pstr(49)*14 Table of names for each parameter setting
Sstat*10 Spectrum staus (OFF, ACQUIRED, STORED)
TITLE*72 String to be printed to screen,
Vname(14)*8 Table of names for each variable
Wlength*7 Wavelength in ASCII format for GOTO

File Storage:

DATE*8 Date in mm/dd/yy format
Directory*40 Directory pathname
Fname*20 Filename and extension
INITIALS*2 User's iniials for extension .Sxx
Name*16 -- Filename without extension
Outfile'63 Complete pathname for file

I
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S2 $FILES 0,1 1 # Setup One Disk' 1/0 File
3 $ALIAS /MODE/,NOALLOCATE BLOCKDATA Holds Values Of Named

S4 $ALIAS /C.ARY/,NOALLOCATE I COMMON Variables.So Don't Allocate

$5 ALIAS /IP/,NOALLOCATE I -Memory For These Here - SGMTR Will
6 $ALIAS ./IS/,NOALLOCATE I Create Memory For These As Required

,7 $EMA/DATA/ .1 # Use EMA Space For Large Data Arrays.
8C
90 C

PROGRAM CARYSPEC
12 C

14 C
15 C This Program Is Designed To Control Data Acquisition From The
16 C CARY 2390 UV-VIS.-NIR Spectrophotometer Via The IEEE-488 Bus:
17 0
18 C The CARY 2390 Is Addessed As Device #3 On The IEEE-488 Bus.S19 C

S20 C The HP 1000 Is Configured To Operate The IEEE•488 Bus In ASCII

21 C Data Record Mode With Auto Addressing Enabled. The Bus Occupies
22 C Logical Unit Addresses 35 - 38 (Device Addresses 0 - 3). LU 38
23 C Controls The CARY 1390 And LU 35 Is Used To Issue Bus Commands.'
24 C
25 C

26 C
27 C
28 C AUTHOR: Dr. Robert A. Binstead,S29 C Chemistry Division, Code 6125,

3'0 C Naval Research Laboratory,I31C Washington. D.C. 20375-5000
S32 C

S33 C

334 C WRITTEN: December, 1986 - January, 1987

S36 C VERSION: 1.7
37 C

S38 C REVISED: March, 1987:
'39 C Modified to store Abscissa (X) array
40 = after Ordinate (Y) values to prevent

412C data file corruption in the event of
42 C missed data points during multiuser
43 C sessions where the HP 1000 can not
44 C keep up with data transmission rate.
45 C May, 1987:
46 C - Modified MATCHING criteria between
47 C Spectrum & Baseline to omit checks
48 C on Scan Rate & Period. This allows
49 C the Baseline scan to be taken under

. 50 C conditions for the best correction
51 C of instrumental artifacts.
52 C - On MISMATCHED BASELINE detection thE
53 C program will collect a new baseline
54 C with instrument parameters spec!fied

36II . . . . . . . .. . . . . . . ..
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55 C. for the spectrum except for PERIOD
56 C and SCAN RATE which revert to those
57 C for the previous baseline scan.
58 C Altered data storage routine to use
59. C default or specified cartridge #.

60 C June, 1987:
61 C _ Modified Filename convention to match
62 C the use of Directory Paths in the
63 C new Cl operating system.
64 C - Segmented the program using SO4TR
65 C to fit within Ci's smaller boundary. I
66 C August, 1987:
67 C - Eliminated INQUIRE statement for FILE
68 C EXISTS or FILE OPEN check since this
69 IC caused a memory protect error In the
70 C segmented versions if the filename
71 C was already in use. These checks are
72 C made using the IOSTAT number returned
73 C by the OPEN statement instead.
74 C November,1987:
75 C - Altered updating of Variables Table I
76'C so that SBW at Smin and CAIN at Smax

77 C are stored in Data File.
78 C January, 1988:
79 C - Placed All C0 ~ Variables in Named
80 C COMMON Blocks To Prevent Them From
81 C Being Re-initialized On Calls To Other
82 C Nodes Of The Multi-Level Segmentation. I
83 C - Explicitly Specified Allocation Of
84 C BLOCK DATA memory Using NOALLOCATE
85 C Compiler Directives.
86 C - Eliminated Overwriting Of Data File
87 C Variables By The Wavelength Reading
88 C Routine. The CALL To Acquire Has
89 C Been Augmented Tu Bypass The Usual
90 C Spectral COM4ON Variables in /CARY/.
91 C February. 1988:
92 C - Removed Single Beam Operation Since I
93 C The Cary Cannot Acquire A Baseline
94 C In This Operating Mode.
95 C - Added Tight Checking For Improper
96 C Combinations Of Baseline Detector, 1
"97 C Lamp and Reference Mode Requests.
98 C - Revised AUTO CAIN vs AUTO SLIT Mode
99 C Selection In Baseline And instrument I

100 C Setup Menus To Utilize Detector Mode
101 C Under AUTO SELECT Reference Selection.
102 C - Added Automatic Adjustment Of SBW And I
103 C CAIN Before Scan To Match Baseline. 1
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10i4 C
105 C MODES: All Abscissa & Ordinate Modes (SUBROUTINES)
106 C Absorbance or %T1 vs Wavelength (PROGRAM only)

I107 C

108 C MEMIORY: 28,000 Words (Max.PATH) + 40,000 Words EMA (DATA)
109 C 3,000 Words (MSEG) + 5 Memory Resideit Nodes
1 110 C 83 Page Partition Required -

* IIl C
* 112 C SEGMENT: This Program Is Too Large To Run Under CI On The

113 C HP 1000 - It Must Be Segmented Using SQMTR And
114 C MLLDR Loader - A 04D Transfer File SE;MCARY.04D
1 115 C Contains The Commands To Accomplish This.
116 C
117 Cj.118 C
119 INTEGER ACCESSORY,ADVANCED,BASELINE,EXIT, INSTRUMENT

120 INTEGER LAMP,MENU, PARAMETERS, SPECTRUM, STORE
121 INTEGER ASCII ,MODE,NARRAYNCOL,NDATA,PREC,XTODEThODE
122 INTEGER NPAR(49) .OFFSET(49), PARAM(49)
123 REAL ORD,ABSC,CELL,CYCLE,SAMPLE,WAVE,TIMER,TEMP,DIST,BAND,CONC
124 REAL GAINNUMBER,PATl,PMIN,PMAX,RATE,RATIO,SPECBAND, SPECGAIN
125 REAL STEP,WAVELENGTH,WMIN,WMAX,XM IN, XMAX,XSTEP,ZERO
126 REAL VARIABLE(14),X(10001),Y(1O0001)
127 LOGICAL MATCH,PRINT,SINGLE,TRANSFER
128 CI

129 C Dimension Screen Control String Variables-J130C

131 CHARACTER BELL,CLR*2, DOWN*2, ERASE*2, ESC, :.!OME*2, UP*2L 132 C
133 C Dimension Instrument Control S~tring Variables
134 C

I135 CHARACTER CSMLock*4,UnIock*4,Key*2,Accon*3,Accoff*3
136 CIARACTER Par*3,Var*3,Parset*2,Varset*2,Messon*3,Messoff*4
137 CHARACTER Setup*4,Command*44,Response*64,String*14

138 CS139 C Dimenfion Specific Key or Function String Variables
140 C
141 CHARACTER Ready*4,Standby*4,Start*4,Stop*4,Instr*4.Autobal*4
142 C
143 C Dimension Program Parameter Variables
144 C
145 CHARACTER Sstat*1O,Bstat*10,Astat*1O,Wlength*7

.146 CHARACTER Directory*40,Fname*20,Name*16,Out f le*63
147 CHARACTER Smin* 4 ,Smax*4,Sinc*4,Sdet,Sgain*4,Slamp,SperiodI 148 CHARACTER Srate,SrefSsilt,Ssbw*4
149 CHARACTER Bmin*4, Bmax*4,Bdet,Bgain*4,Blamp,lBperiod
150 CHARACTER Brate,Bref,BslitBsbw*4,FperiodFrate
151 CHARACTER Omin*4,Omax*4,Oinc*4,Odet ,Ogain*4,Olamp,OperiodII 152 CHARACTER Orate,Oref,Osl.it,Osbw*4.S153 C
154 CHARACTER DATE*8, INITIALS*2,TiTLE*72

155 CHARACTER Access(5)*4,Printer(6)*12,Code,icode,Pcode ".
156 CHARACTER Pname(49)*lOVname(14)*8,Bscan*14,Btime*14
157 CHARACTER Pstr(49,16)*14
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160 C
.161 COMN/MODE/NDATA, AU'JIL, YMODE
162 COMbONf /CARY/ORD.ABSC, CELL, CYCL.E, sAmrLE, WAVIEjTiER.TEMP, DIST
163 CG6OMMO /IP/NPAROFFSET,/IS/Pname ,Vname
164 COMMON /DATA/Y,X

165 CI
166 C Reference Library IEEE-488 Subroutines
167 C
168 EXTERNAL ABRT.
169 C

171 C
172 C Initialize Cary Conmmand & Status String VariablesI
173 C
174 DATA CSM, Setup. Lock, Unlock.Key/'0','@20','@AI0', 1@A001. 'Dt/
175 DATA Accon,Accoff,Par,Var/'@FI' , '@170' . '@CI1. ,@2'

176 DATA Parset.Varset,MessonMessoff/'(@H','(@l','LV,.-L00-/
177 DATA Ready,Standby,Start/'@DT0','@DS0','DPO'/
178 DATA Stop, Inst r.Autobal/'@DQO' ,'@DCO' , @DUO'/
179 DATA Sstat,Bstat,Astat/' OFF'.' OFF',' OFF-/I
180 C
181 C Initialize Cary Instrument Settings String Arra1ys
182 C I
183 DATA (Pst'(1, I),I1-1,6)/'ABSORBANCE','% TRANSMISSION',
184 &'TEMIPERATURE', '% REFLECTANCE',* 'CONCENTRATION- , 'E14SSION'/
'185 DATA (Pst r(2,I).I-I,4)/' WAVELENGTH''I'TIME , 'TEMPERATURE',
186 &'DISTANCE'/I
187 DATA (Pst r(3,I1),1-1, 11)/1 OFF' .'0.01'. 0.02','0.051.10.11.10.2',
188 &'0.5',11.0', '2.0' ,'5.0-,' 10.0'/

189 DATA Pstr(4,1)/'OFF'/I
190 DATA (Pstr(4.I),I-6,1S)/'0.2','0.5'*'1.0','2.0'.'5.0'.

C191 &'10-,1201,-50-,'100',1200-/
192 DATA (Ps t r(5,1),I1-1. 4) /1AUTO S ELECT' ,'IAUTO CA IN'. 'AUJTO SLIT',
193 &'SINCLE BEAM'/
194 DATA (Pst r(6,I).I-I,5)/' OFF', 'NORMAL' ,'IIST DERIY','2ND DERIV'.
195 &'LOG'/
196 DATA (Pstr(7.l),I-1,9)/'0.Ol'.'0.02','0.05','0.1','0.2','0.5'. I
197 -.-- 0-40/
198 DATA (Pstr(8,I),i-1O,16)/'2' '5' ,'1O' ,'20','50','100','200'/
199 DATA (Pstr(9,I),i-12,15)/'10','20','50','1O0'/I
200 DATA (Pstr(10,I),I-1,5)/'-l.9 TO 0.6','-2.0 To 0.5',
201 &--2.1 TO 0.4-,--2.2 TO 0.3','-2.3 TO 0.2-/

202 DATA (Pstr(l1,I),I-i,16)/'+/-G.01','+/-0.02','+/-0.05','+/-0.1',I

204 &'+/-50'.'+/-IO0','+/-200','+/-SOO','+/-1000'/
205 DATA (Pstr(12,I),1-1,16)/'+/-O.01','+/-O.02','+,'-0.0S','+/-0.1'.

208 DATA (Pstr(13,I),I-1,8)/'-./-0.01','+/-0.02','+/-0.05','+/-0.1',
209 I#/02,+-.11/10,+-.1
210 DATA (Pstr(14.I),1-1,10)/'O','10' ,'20','30','4G','5O','60' ,'70-'.

211 &'80-,'90'/
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212 DAT

217 DATA (Pstr(10,J),l-1,2)/DNORMAOt','EV ONLY'/,VSNROL'

219 DATA (Pstr(271,),I-1,2)/'AUTO','UV','I/NRII220 DATA (Pstr(22,I),1-1,3)/'RPAUTO' VVS ',NI R'SC /MUT
2216 DATA (Pstr(23,I),I-1,2)/'F1J'LL',.'1/3'/ Y.
222 DATA (Pstr(24,I),I-I,4)/'AUTHON','UV/VIS Y'' ,VSNIR OLYII223 DATA (Pst'r(21,I),1-1,3)/'AUTO','WV,'VIS/NIR-/
224 DATA (Pstr(26,'I),1-l.4)/'AUTO SELECTS'',ATOGIN'/ 'UOSI'

226 DATA (Pstr(23,I),I-1,2)/'FULL','1/3'/Ii227 DATA (Pstr(28,I),I-1,6)/'A0r','1',2 ,'3' '','5I'/
228 DATA (Pstcr(25,I),1-1,2)/'STANDARDS','UISNINRN'/
229 DATA (Pstr(20,I),I-I.4)/'DIR SEECT','LINE AR'' IRECT-UTD SIT'
2230 &'QUAD BAMI'/

tj231 DATA (Pstr(31,I).I-1,8)/'NORML1/',AEAE/
2327 DATA(Pr(2I,-1)/SGA AVSMLAVQCC'*22338ETEDD ,'FIXED'291)1-,2/ STNAD ,'NKOW
234 DATA (Pstr(30,I),I-1,S)/'DSPLRESUT S','LNARDSP EIR PPE XT COAI 4C
235 &'QUDRLATIC-/L''LERRSUT
231 DATA (Pstr(34,I),I-7,2)/'NOFFA','AVEA'/'
237 DATA (Pstr(32,I),l-9,l3)/1'SINL '2'/PL V--UI

238 DATA (Pstr(38.I),I-I,S)/'DP OFF',' ON,'RCOD ',' ST 1,'ON/EXT CP/

239 DATA (Pstr(40,I),I-1,2)/'INTERVAL','ACCY-DRIVEN'/
*240 C
I241 DATA (Printer(I),I-'I,3)/'WAVELENiGTH','TIMV',TEMPERATURE'/

242 DATA (Printer(I),I-4,6)/'DISTANCE','MAX.imn','MIN.m'l/

I23244 C Initialize Screen Control String Variables
245 C
246 BELL-CHAR(7)I'247 ESC-CHAR(27)
248 CLR-ESC//'V'
249 HOME-ESC//'tt'I250 UP-ESC//1A'
251 DOWN-ESC//'B'

* 252 ERASE-ESC//'IC'
253 C

255 C
25256 C Assign Statement Labels
257 C

259 CIi260 ASSIGN 10 TO MENU
261 ASSIGN 90 TO SPECTRUJM
262 ASSICN 200 TO BASELINE
263 ASSIGN 350 TO ADVANCED
264 ASSIGN 390 TO IN7TRUMENT
265 ASSIGN 400 TO PARAMETERS
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266 ASSIGN 570 TO LAMP
267 ASSIGN 600 TO ACCESSORY l
268 ASSIGN 700 TO STORE
269 ASSIGN 900 TO EXIT
270 C
271 C
272 C
273 C Data Acquisition and Control Menu
274 C

276 C I
277 CALL FFRCL(79) 1 Eliminate Line Wrapping Problems
278 CALL Send(Setup) I Setup Normal Handshaking With Cary
279 CALL Send(Ready) I Release Cary From Standby Mode
280 10 WRITE (1,*) HOME,CLR I
281 CALL Send(Instr) I Display Instrument Settings On Cary
282 CALL Send(Messorr) I Turn orr Display Messages On Cary
283 CALL Send(Unlock) I Unlock Keyboard On Cary I
284 NCOL-70 I Set Display To 70 Columns
285 TITLE-' Cary 2390'
286 CALL Center(TITLE)
287 TITLE-'Spectral Data-Acquisition'
288 CALL Center(TITLE)
289 WRITE (I,'(T61.A2,A8)') UP,'Rev: 1.7'
290 CALL Line(NCOL) I
291 WRITE (1,20) 'CODE','FIUNCTION4','STATUS','MIN','MAX','INC'
292 20 FORMAT (T4,A4,TI4.A8,T34,A7,T50,A3,TSS,A3,T66,A3)
293 CALL Line(NCOL)
294 WRITE (1.30) 'A ..... Acquire Spectrum ........ Sstat,Smin,Smax,Sinc
295 WRITE (1,40) 'B ..... Baseline Setup ........... BstatBmin,Bmax
296 WRITE (1,50) '1 ..... Instrument Settings....'
297' WRITE (1,50) 'L ..... Lamps/Detectors/Access.'
298 WRITE (1.60) 'S ..... Store File on Disk ...... Fname
299 WRITE (1,50) 'X ..... EXIT Data Acquisition..'
300 30 FORMAT (/,T4,A30,T35,A8,T50,A4,TS8,A4,T66,A4) I
301 40 FORMAT (/,T4,A30,T35,A8,TS0,A4,T58,A4)
302 50 FORMAT (/,T4.A30)
303 60 FORMAT (/,T4,A30,T35,A20)
304 WRITE (1,*)
305 CALL Line(NCOL)
306 WRITE (1,*)
307 70 WRITE (1,*) UP,ERASE,'' I
"308 WRITE (I,'(T3,AI5,A,A2)') 'Enter the CODE:',BELL,'_'

309 READ (1,80) Ccde
310' 80 FORMAT (Al) I
311 CALL Upper(Code)
312 IF (Code.EQ.'A') CO TO SPECTRUM
313 IF (Code.EQ.'B') GO TO BASELINE
314 IF (Code.EQ.'I') GO TO INSTRUIWiENT I
315 IF (Code.EQ.'L') GO TO ADVANCED
316 IF 4.Code.EQ.'S') GO TO STORE
317 IF (Code.EQ.'X') GO TO EXIT "
318 CO TO 70
319 C
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320 C t

322 C Acquire Spectrum: (Instrument Baseline Must Match)
323 C

325 C
326 .90 CALL Partable(PARAM)
327 IF ((PARAM(38).NE.l).OR.(Bstat.EQ.' OFF'1)) THEN

S328 WRITE (l,*) UP,ERASE.#-'
329 WRITE (1.*) ' Baseline Program Is ABSENT: ',BELL,'_*.
330 CALL Wait(2.0)
331 WRITE (1.*)

S332 GO TO BASELINE

'333 END IF
334 IF ((PARAM(1). EQ.2).OR.(PARAM(2).NE.0)) THEN

=I~j 335 WRITE (1,*) UP,ERASE,'_'
336 WRITE (1,*) ' Ordinate or Abscissa Error: ',BELL,'_'
337 CALL Wait(2.0)
338 WRITE (1,*)
339 GO TO INSTRUMENT

t340 END IF
iI 341 IF (Sstat.EQ.'ACQUIRED') THENS342 100 WRITE (1,*) UPERASE,' SPECTRIUM NOT STORED:_*343 WRITE (1,*) ' Proceed With Spectrum (Y or N) ? '.BELL,'_'

3. 344 READ (1,80) Code
345 CALL Upper(Code)
346 IF (Code.EQ.'N') GO TO 70
347 IF (Code.NE.2Y') CO TO 100

S348 END IF
349'C
350 C
351 Ci 352 C Store Previous Spectrum's Parameters For Possible Abort
353 C
355 C

356 Orain-Smin
357 Omax-Smax
358 OInc-Sinc
359 Odet-SdetII 360 Oga in-Sgai n

".36A Olainp-S lampI 362 Operiod-Speriod
363 Orate-Srate
364 Oref-Sref

S365 Oslit-Sslit
366 Osbw-Ssbw

368 WRITE (1,*) HOME,CLR
369 TITLE-'Scan Parameters'
370 CAL.- Center(TITLE)

371 CALL Line(NCOL)
372 WRITE (1.*) DOWN,' BASELINE:'373 WRITE (1,*) DOWN,' Scan Limits, (run), '.Bmin,'/ ',Umax
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374 CALL Val(iminWTMIN) I Default Spectrum To
375 CALL VaI(Bmax,WMAX) I Baseline Scan Limuits
376 WRITE (1,*) DOWN,DOQ1, SPECTRUM:'
377 WRITE (1,*) DOWN,' Scan Limits, (nan): ',BmIn,'/ ',Bmax.
378 &DOWN, DOWN I
379 110 WRITE (1,*) UP,ERASE,' A...Accept, C...Change, X...Exit ,

380 &BELL, '_'
381 READ (1,80) Code
382 CALL Upper(Code)
383 IF (Code.EQ.'X') CO TO MENU
384 IF (Code.EQ.'A') GO TO 120
385 IF (Code.NE.'C') CO TO 110 I
386 CALL Limits(WMIN,WMAX)

387 120 CALL Str(WMIN,String,4)
388 Smin-String(2:S5)
389 CALL Str(WMAX,String,4)
390 Snax-String(2:5)
391 WRITE (1,*) UP,ERASE,UPUPERASE,' Scan Limits, (nm): ,
392 &Smin,'/ ',Smax,DOWN,DOWN
393 130 WRITE (1,*) UPERASE,' Step Size (.01 - 5 nan) '.BELL.'_'
394 READ (1,*,ERR-130) STEP
395 IF ((STEP.LT.O.01).OR.(STEP.GT.5.0)) CO TO 130
396 CALL Str(STEP,String,4)
397 Sinc-String(2:5)
398 140 CALL VaI(Pstr(3,PARAM(3)+1),RATE)
399 RATE-RATE/STEP
400 IF (RATE.CT.5.0) THEN
401 WRITE (1,*) UP,ERASE,' Data Rate > 5 Hz -
402 WRITE (1,*) 'RESET Scan Rate, (Y or N) ? ',
403 & BELL,'_'

404 READ (1,80) Code
405 CALL Upper(Code)
406 IF (Code.NE.'Y') CO TO 130
407 N-3
408 K-N
409 CALL Select(N,PARAM,Pstr)
410 PARAM(K)-N-I I Update Parameter Table
411 CO TO 140
412 END IF
413 NDATA-INT((WMAX-WMIN)/STEP+.5)+1
414 IF (NDATA.GT.10001) THEN
415 WRITE (1,*) UPERASE,' Too Many Data Points -
416 WRITE (1,*) 'Increase Step Size _',BELL

417 CALL Wait(2.0)
418 CO TO 130
419 END IF
420 WRITE (1,*) DOWN,' Checking Instrument Settings:',BELL
421 CALL COTO(Bmax) ' Test Matching At Start Or Baseline Scan
422 C
423 C .....................................................
424 C
425 C Set Spectrum Strings to Match Instrument Parameters
426 C
427 C
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428 C
429 Sdet-CHAR(PARAM(22)+48)
430 Slamp-CHAR(PARAM(21)+48)
431 Speriod-CHAR(PARAM(15)+48)
432 Srate-ýCAR(PARAM(3)+48)

, 433 Sref-CHAR(PARAM(5)+48)
434 Sslit-CHAR(PARAM(23)+48)

.435 CALL Vartable(VARIABLE) I Update SBW, CAIN at Bmax
436 CALL Str(VARIABLE(10),String,4)
437 Ssbw-String(2:5)
438 CALL Str(VARIABLE(6),String,4)
439 Sgain-String(2:55)
440 C

442 C
443 C Test For Acceptable Instrument Baseline Matching
444 C

446 C
447 MATCH-.TRUE.
448 IF (WMAX.GT.VARIABLE(3)) MATCH-.FALSE.
449 IF (WMIN.LT.VARIABLE(4)) MATCH-.FALSE.
45G IF (Sref.NE.Bref) MATCH-.FALSE.,
451 IF (Slamp.NE.Biamp) MATCH-.FALSE.
452 IF (Sdet.NE.Bdet) MATCH-.FALSE.
453 IF (Sslit.NE.Bslit) MATCH-.FALSE.
454 C -
455 IF ((MODE.EQ.1).AND.(MATCH)) THEN ! Exit If Already Failed
456 IF (Ssbw.NE.Bsbw) THEN
457 WRITE (1,*) UP,ERASE,' Matching To Baseline SBW:',BELL
458 Conmand-Varset//'9'.//Bsbw//' !0'
459 CALL Send(Command)
460 Ssbw-Bsbw
461 CALL Wait(1.0)

462 END IF
463 END IF

465 IF ((MODE.EQ.2).AND.(MATCH)) THEN I Exit If Already Failed
466 IF (Sgain.NE.Bgain) THEN
467 WRITE (1,*) UP,ERASE• Matching To Baseline CAIN:',BELL
468 Command-Varset//'5'//Bgain//' !0'

"" 469 CALL Send(Command) ! Reset AUTOSLIT Cain Level
-- 470 Sgain-Bgain

471 CALL Wait(2.0)
472 END IF
473 IF ((Bref.EQ.'0').AND'.(Bdet.EQ.'0')'.AND.(WMAX.LE.800.0)) THEN
474 WRITE (1,*) UPERASE,' Matching To Baseline SBW:',BELL
475 Wlength-'800.5'
476 CALL COTO(Wlength) I R(set To NIR Region
477 CALL Wait(1.0)
478 -. W.length-'800.0'
479 CALL COTO(Wlength) ! Set To Start OF UV/VIS -* 480 END IF I With Matching SBW
481 END IF
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482 IF (MATCH) CO TO 150
483 C
484 C

485 C
486 C Record New Baseline Using Present instrument Parameters
487 C With Period & Scan Rate From The Previous Baseline Scan
488 C
489 C---------------------------------------------- --------------------

490 C
491 WRITE (l,*) DOWN.DOWN
492 TITLE-'#" NEW BASELINE REQUIRED #"*'
493 CALL Center(TITLE)
494 WRITE (1,*) BELL
495 CALL Walt(2.0)
496 MATOI-.TRUE. I Baseline Valid Test On Exit
497 CALL BIine(WlIN,WMAX,Sdet,Sgain,Slamp,Fperiod,Frate,SrefSsbw,
498 &SsLitBscan,Btime,MATCH,MODE)
499 Command-Parset//'>'//Speriod//CSM ! Reset To Spectrum's Period.,
500 CALL Send(Command) I
501 Commaand-Parset//'2'//Srate//CSM I Reset To Spectrum's Rate
502 CALL Send(Command)
503 IF (.NOT.MATCH) THEN I
504 Sstat-' OFF' I Aborted Scan Exit
505 GO TO MENU
506 END IF
507 C508C

509 C

510 C Update Baseline Parameter Strings
511 C
512 C I
513 C
514 Bmin-Smin
515 Bmax-Smax
516 Bdet-Sdet
517 BgaIn-Sgain
518 Blamp-Slamp
519 Bper!od-Fperiod
520 Brate-Frate I
521 Bref-Sref
522 Bsbw-Ssbw
523 Bslit-Sslit
"524 Bstat-'ON/MATCH'
525 C

526 150 WRITE (1,*) HOME,CLR 3
527 TITLE-'Acquire Spectrum'
528 CALL Center(TITLE)
529 CALL Line(NCOL)
530 WRITE (1,*) DOWN,' Wavelength Limits, (run): ',Smax,'/ ',Smtin
531 WRITE (1,*) DOWN,' Step Size, (run/datum) ',Sinc
532 WRLTE (1,*) DOWN,' Scan Rate, (nm/sec)
533 &Pstr(3,PARAM(3)+I) I
534 WRITE (1,*) DOWN,' Pesponse Time. (sec)
535 &Pstr(15,PARAM(15)+1)
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"536 IF (MODE.EQ.1) THEN
537 WRITE (1,*) DOWN.' Spectral Bandwidth,(nm): ',Ssbw
538 CO TO 160
539 END IF
540 WRITE (1,*) DOWN,' AUTOSLIT Cain Level ',Sgain
541 160 WRITE. (!,*) DOWN l
542 - WRITE (1,*) DOWN,' Place Solution.Cell In The SAMPLE.Beam:'

543 WRITE (1,*) DOWN,' S ..... Start Scan'
544 WRITE (1,*) DOWN,' A ..... Abort Scan'
545 WRITE (1,*) DOWN,' Enter the CODE: ',BELL,'_'
546 170 READ (1,80) Code
547 CALL Upper(Code)

I ~548 C
549 C

550 C
551 C Restore Old Spectrum's Parameter Strings
552 C
553 C
554 C
555 IF (Code.EQ.'A') THEN
556 Smin-Omin
557 Smax-Omax
558 Sinc-Oinc
559 Sdet-Odet
560 Sga in-OgalIn

S561 SIamp-Olamp
562 Speriod-Operiod
563 Srate-Orate
564 Sref-Oref
565 Ss !iz-Os!it'
566 Ssbw-Osbw
567 GO TO MENU
568 ENDIF
569 IF (Code.NE.'S') GO-TO 170
570 C

577-C
572 C
573 C Set To Starting Wavelength - Check For Instrument Ready
574 C
575 C'

'576 C
577 WRITE (1,*) UPERASE,UP,UP,ERASE,UP, UP,ERASE,UPUPERASE, _'
578 WRITE (1,*) ' Slewing to Starting Wavelength:',BELL
579 CALL GOTO(Smax)
580 SINCLE-.FALSE. ! Scan Mode ON, Single Wavelength OFF
581 PPINT-.FALSE. ! Initialize Print Mode To OFF
582 180 WRITE (1,*) UP,ERASE,' Print to Screen, (Y or N) ? ',BELL,'-'
583 READ (1,80) Code

* 584 CALL Upper(Code)1 585 IF (Code.EQ.'Y') THEN
586 P-RINT-.TRUE.
587 CO TO 190
588 END IF
589 IF (Code.NE.'N').CO TO 180
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590 C
591 C -

592 C
593 C Select Data String Format. For Abscissa & Ordinate In
594 C SUBROUTINE Acquire Via COM44ON Variables )04ODE & YMODE
595 C
596 C ----------------------------------------------------------
597 C
598 190 YMODE-PARAM(I)+1 I YMODE - I - 6 (Only I & 2. Allowed)
599 XMODE-PARAM(2)+I I XMODE - I - 4 (Only 1 Allowed)
600 SPECCAIN-VARIABLE(6) I Save CAIN Value A! Smax For Data File
601 C
602 WRITE (1.*) UP,ERASE,' Scanning Spectrum:' ,IELL
603 C
604 CALL Send(Instr) I Display Instrument Settings On Cary
605 CALL Send(Lock) I Lock Keyboard On Cary During Scan
606 CALL.Wait(I.0) ! Wait For Cary To Finish Housekeeping
607 C
608 C- ---------------------------------------- --------

609 C *** Data Collection Subroutine *
610 C
611 C Collects NDATA Readings At Sinc (nm) Steps And
612 C Returns Spectrum In Arrays (X),(Y) ,Via EMA C0MMON
613 C Final Reading Is Returned Via Named COWMON /CARY/
614 C
615 CALL Acquire(SincPRINT,SINCLE,WAVELENGTH)i
616 C

618 C
619 CALL Terminate ! UNTAI.K Cary 2390 Prom IEEE.-488 Bus
620 CALL Wait(l.0) I Wait For Cary To F0inish Housekeeping
621 CALL Send(Setup) I Re-establish NormaI Handshaking
622 CALL Send(Stop) ! STOP Key Issued I
623 CALL Send(Unlock) ! UNLOCK Keyboard
624 CALL Vartable(VARIABLE) I Update Instrument Variables To Obtain
625 SPECBAND-VARIABLE(1O) I Value Of Spectral ýBandwidth At Smin.
626 CALL COTO(Smax) I Return To Starting, Wavelength
627 NARRAY-NDATA I Save # Of Data Points In Fil Variable
628 XMIN-WMIN 1 Save End Of Scan In File Variable
629 XMAX-WU4AX I Save Start Of Scan in File Variable
630 XSTEP-STEP I Save Step Size In File Variable
631 Sstat-'ACQUIRED'
632 GO TO MENU
633 C
634 C -
635 C
636 C Baseline Call and Status Check
637 C

638 C --------------------------------------- -------------------~
639 C
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640 200 MATH 'f.TRUE,
641 TRANS ER-.FALSE.
642 210 WRITE (1,*) UPERASE,' Reading Instrument Baseline: '.BELL,'-'
643 CALL Partable(PARAM)
644 Bstat str(38,PARAM(38)+I)
645 IF (P .(38).GT.I) Bstat-' '//Pstr(38,PARAM(38)+I)
646 CALL. rtable(VARIABLE)
647 WMAX-NINT(VARIABLE(3)))
648 WM IN-NIlNT(VARIABLE(4))
649 BAND-V I.ABLE(2)/1000.0 ! Only One Of SBW Or GAIN Is Stored
650 GAIN-V IABLEt(2)/10.0 I By The Cary For The Baseline Scan
651 220 PREC-4 ! - Decide Below Which Is Valid.
652 IF ( .LT.1000.0) PREC-3
653 CALL S r(WMAX,String,PREC)
654 Bmax-S ring(2:5)
655 PREC-4
656 IF. (WM N.LT.1000.0) PREC-3
657 CALL S r(WMIN,String,PREC)
658 Bmfn-S ring(2:5)
6 5 9 C . . .. . . .. .. . ..
660 IF (T SFER) CO TO MENU I EXIT After Return From B!lne
661 CI 662 IF ( .CT.900.0) THE-4
663 IF ( ARAM(24).EQ.1) PARAM(24)-O I Bad UV/VIS Detector Mode
664 IF (1ARAM(26).EQ.1) PARAM(26)-O I Bad AUTO CAIN Ref. Mode
665 END IF
666 IF (WM[N.LT.700.0) THEN
667 IF (QARAM(24).EQ.2) PARAM(24)-O ! Bad NIR Detector Mode
668 END IF
669 IF (PA"(24).EQ.2) THEN
670 IF ( ARAM(26).EQ.1) PARAM(26)-0 ! Bad NIR-Reference Mode
671 END IF
672 IF ((P (24).E(.0).AND.(PARAM(26).EQ.!)) THEN
673 IF (A.GT.800.0) PARAM(24)-I Bad AIUTO Detector Mode
674 END IF

. 675 IF (WMAX.GT.400.0) THEN
676 IF (]$ARAM(25).EQ.1) PARAM(25)-0 ! Bad UV Lamp Mode

677 END IF
678 IF (I N.LT.270.0) THEN
679 IF ('ARAM(25).EQ.2) PARAM(25)-O I Bad W Lamp Mode
680 END IFI
681 C ...... i ................

_682 Bperio( -CHAR(PARAM(15)+48)
683 Brate- "HAR(PARAM(3)+48)
684 Bdet-C AR(PARAM(24)448)
685 Blamp- HAR(PARAM(25)+48)
686 Bref-CI AR(PARAM(26)+48)
687 Bslit - HAR(PARAM(27)+48)
638 IF (Br f.EQ.12') GO TO 230 ! AUTOSLIT Mode On (Both Detectors)
689 IF (Bd t.EQ.'2') GO TO 230 ! NIR Detector -> AUTOSLIT Mode
690 IF-ý-(.V G.T.900.0) GO TO 230 1 Lambda > 900 -> AUTOSLIT Mode
691 IF (WM4X.GT.800.0) THEN
692 IF (ldet.EQ.'0') CO TO 230 ! AUTO Detector -> AUTOSLIT Mode
693 END I F
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694 C
695 CALL Str(BAND,Strlng,4) I
696 Bsbw-Strlngs2:5) I SBW Fixed At The Start Of Scan
69?7 gain-' I I Cain Variable During Scan
698 MODE-I''
699 GO TO 240
700 230 CALL Str(GAIN,Str.ng,4)
701 Bgain-String(2:5) I CAIN Fixed At The Start Of Scan I
702 Bsbw-' I I SBW Variable During Scan
703 MODE-2
704 240 Command--Key//'HO' I Display Baseline Menu On Cary
705 CALL Send(Command)
706 CALL Send(Messoff) I Turn Off Any Display Messages
707 C - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - -

708 WRITE (1,*) HOME.CLRI
709 TITLE-'Baseline Setup'
710 CALL Center(TITLE)
711 CALL Line(NCOL)
712 WRITE (1,250) 'INDEX','FUNCTION','SETTING'
713 CALL LINE(NCOL)
714 WRITE (1,*)
715 WRITE (1,260) '0:1,' ..... AUTO BALANCE ............
716 &Astat
717 WRITE (1,260) '1:',' ..... BASELINE STATUS ........
718 &Bstat I
719 WRITE (1,280) '2:',' ..... WAVELENGTH (Max,Min)...',
720 &9ax,',',Bmin
721 WRITE (1,280) '3:',' ..... SBW (run), CAIN ...........
722 &Bsbw,',,',Bgain
723 WRITE (1,270) '4:',' ..... REFERENCE MODE .........
724 &Pstr(26,PARAM(26)+1)
725 WRITE (1,270) '5:,' ..... LAMP SELECT ............
,726 &Pstr(25,PARAM(25)+I)
727 WRITE (1,270) '6:',' ..... DETECTOR SELECT .........
728 &Pstr(24,PARAJ4(24)+I)
729 WRITE (1,270) '7:',' ..... SLIT HEIGHT ............
730 &Pstr(27,PARAM(27)+1)
731 WRITE (1,270) '8:',' ..... SCAN RATE (nm/sec) .....
732 &Pstr(3,PARAM(3)+1)I
733 WRITE (1,270) '9:',' ..... RESPONSE TIME (sec) ......
734 &Pstr(15 PARAM(15)+I)
735 WRITE (1,260) 'X: ,' EXIT Baseline Menu ...
736 &1 a
737 250 FORMAT (T4,AS,T20,A8,T40,A7)
738 260 FORMAl (T4,A3.TI0,A28,A8)
739 273 FORMAT (T4.A3,TI0,A28,T40,A14)
740 280 FORMAT (T4.A3,TIOA28,T40,A4,A,A4)
741 WRITE (1,*)
742 CALL L[ne(NCOL)
743 WRITE (1,*)
744 290 WRITE (1,*) UP,ERASE,' INDEX Code: ',BELL,'_'
745 READ (1,30) Code
746 CALL Upper(Code)
747 IF (Code.EQ.'X') CO TO 330
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"748 N -ICIAR(Code)-48
749 IF ((N.LT.0).OR.(N.GT.9)) CO TO 290
750 C
751 IF (N.EQ.0) THEN
752 CALL Send(Autobal)
753 Astat-' SET'
754 CO TO 220
755 END IF
756 IF (N.EQ.1) N-38
757 IF (N.EQ.2) CO TO 300 ! Update Wavelength Limits
758 IF (N.EQ.3) CO TO 310 1 Update SBW/CAIN
759 IF (l,.EQ.4) N-26
760 IF (M.EQ.S) N-25
761 IF (N.EQ.6) N-24
762 IF (N.EQ.7) N-27 I Slit Control Is Manual Only
763 IF (N.EQ.8) N-3' | 764 IF. (N.EQ.9) N-15
7 6 5 C .. . . . . . . .. .
766 K-N I Instrument Baseline PARAMETERS Are
767 CALL Select(N,PARAM,Pstr) I Masked From Direct Changes - The
768 PARAM(K)-N-I ! NEW Values Are Only Accepted From
769 IF (K.EQ.38) THEN I SUBROUTINE Bline's '@J' Command.
770 WRITE (I,'(T12,A)') ''

771 GO TO 200
772 END IF
773 GO TO 220
774 C ......................................
775 300 CALL LImits(WMIN,WYAAX)

776 MATCH-.FALSE.
777 CO TO 220
778 310 WRITE (1,*) UPERASE,' '

779 IF (MODE.EQ.2) GO TO 320
780 WRITE (1,*) ' Spectral Bandwidth (0.04 - 3.60 rnm) - ',BELL,'_'
781 READ (1,*.ERR-310) BAND
782 IF ((BAND.LT.0.04).OR.(BAND.CT.3.60)) CO TO 310
783 GO TO 220
784 320 String-'(14-1275)'
785 IF (PARAM(24).NE.2) String-(1 1000)'
786 WRITE (1,*) ' Gain Level ',String(1:10),' - ',BELL,'_'I 787 'READ (1,*,ERR-310) NUMBER
788 IF ((NUMEER.LT.I.0).OR.(NUMBER.CT.1275.0)) CO TO 310
789 IF ((NUMBER.CT.1000.0).AND.(PARAM(24).NE.2)) GO TO 310
790 CAIN-VARIABLE(6)

" 791 RATIO-NUMBEIR/CA!N
792 IF (RATIO.CT.10.0) THEN
793 WRITE (1,*) UP,ERASE,'_'
794 WRITE (1,*) ' Setting Instrument Cain: `,BELL,'-'
795 CALL Wait(2.0)
796 Command-Parset//'420' I Set AUTOSLIT Mode Prior
S797 CALL.Send(Command) To Sending New CAIN Level
798 WIRITE (1,*)
799 T-ARSFER-.TRUE. I Transfer To Instrument
800 GO TO 490 G CAIN Setting Routine
801 END IF
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802 GAIN-NUMBER
803 GO TO 220
804 C
805 C - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - -
806 C'
807 C Record Baseline Scan In CARY 2390

808 C

810 C

811 330 WRITE (1,*) UP,ERASE,'_'
812 WRITE (1,*) ' Record NEW Baseline. (Y or N) ? '.BELL,''

813 READ (1,80) Code
814 CALL Upper(Code)
815 IF (Code.EQ.'N') GO TO 340

816 IF (Code.NE.'Y') GO TO 330
817 MATCH-.FALSE.
818 'I-JCHAR(Brate)-48

819 Bscan-Pstr(3,"+1) . i
820 I-ICHAR(Bperiod)-48

821 Btime-Pstr(15,i+1)
822 CALL 81lne(WMIN,W%4AX,Bdet,BgaIn,Blamp,Bperiod.Brat*,Bref,Bsbw,

823 &Bslit,Bscan,Btime,MATCH,MODE)
824 Fperiod-Bperiod

825 Frate-Brate
816 Astat-' SET'
827 340 TRANSFER-.TRUE. I Perform An Alternate Return To The Main MENU
828 Go TO 210 I After Reading Instrument Baseline Parameters
829 C -'° I|
830 C -
831 C
832 C Menu of Advanc;ed Setup Operations

833 C I
834 C
835 C
836 350 WRITE (1,*) HO~iE,CLR I
837 TITLE-'Advanced Operations Menus'

838 CALL Center(TITLE)
839 NCOL-50
840 CALL Line(NCOL)
841 WRITE (I,'(TI5,A5,T30,AI4)') 'INDEX','GROUP FUNCTION'

842 CALL Line(NCOL)
"843 WRITE (1,*) I
844 WRITE (1,360) '1: ....... LAMPS & DETECTORS .........

845 WRITE (1,360) '2: ....... ACCESSORY SETT3NCS ........

846 WRITE (1,360) '3: ....... AUTOMATIC OPERATION ......
847 WRITE (1,360) 'X: ....... EXIT TO SETUP MENU .......
848 WRITE (1,*)
849 CALL L ne(NCOL)

850 360 FORMAT (T17,A35)
851 WRITE (1,*)
852 370 WRITE (I,'(T15.A2,A2,A9,A,A)') UP,ERASE,' INDEX 0: ',BELL,' '

853 READ (1,80) Code
854 CALL Upper(Code)

855 IF (Code.EQ.'X') GO TO MENU
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856 N-|JIQAR(Code)-48
"857 IF (N.EQ.1) CO TO LAMP
858 IF (N.EQ.2) GO TO ACCESSORY
859 IF (N.EQ.3) GO TO 380
860 GO TO 370
861 380 WRITE (1,'(T13,A2,A2,A)') UP,ERASE,*-'

.. 862 WRITE (,*)' NotSupported In Version 1.X ',BELL,*_'
863 CALL Wait(2.0)
864 GO TO ADVANCED
865 C
866C
867 C
868 C Display and Update Instrument Settings
869 C
870 C
871 C
872 390 WRITE (1,*) UP,ERASE,' Reading Wavelength: ',BELL,'_'
873 NDATA-1
874 Oinc-'11
875 PRINT-.FALSE. I No Display Requred
876 SINGLE-.TRUE. I Select Wavelength Update Mode
877 CALL Partable(PARAM)
878 "k4ODE-PARAM(I)+i I Set Data String Format
879 )MODE-2
880 Icode-CHAR(PARAM(2)+48) I Save Abscissa Mode
881 Cowtmand-Parset//'110' ! Set Abscissa - TIME
882 CALL Send(Command)

883 CALL Send(Setup)
884 CALL Wait(0.5)
885 CALL Acquire(Oinc,PRINT,SINGLE,WAVELENGTH)
886 CALL Terminate
887 CALL Wait(0.5)
888 CALL Send(Setup)
889 CALL Send(Stop)
890 Command-Parset//' 1'//Icode//CSMS891 CALL Send(Command) I Restore Abscissa Mode
892 WRITE (1,*)
893 WRITE (1,*) UP,._'
894 400 WRITE (1,*) ERASE,' Reading Instrument Settings: ',BELL,'_'
895 CALL Partable(PARAM)
896 CALL Vartable(VARIABLE)
897 BAND-VARIABLE(10) I Cut-rent S13W (run)
.898, GAIN-VARIABLE(6) ! Current CAIN Level
899 CALL Val(Pstr(8,PARAM(8)+I),PMAX) ! Pen Limits, %T & %R
900 PMIN-VARIABLE(1)
901 IF (PARAM(I).EQ.0) THEN ! Pen Limits, Absorbance
902 CALL Val(Pstr(7,PARAM(7)+1),PMAX)
903 PMIN-VARIABLE(1)
904 END IF
905 IF (PARAM(1).EQ.2) THEN ! Pen Limits, Temperature
906 CALL Val(Pstr(9,PARAM(9)+I),PMAX)
907 CALL Val(Pstr(14,PARAM(14)+l),PMIN)
908 END IF
909 PMAX-PMIN+PMAX
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910 1-11 1 Index For Deriv. Range-,
91 IF (PARAM(6).EQ.4) 1-10 1 Index For Log Zeto Range
912 StrinV-Pstr(I,PARAM(I)+I) I Pen Rang* Label For Index
913 CALL Send(Instr) I Display Instrument Menu
914 C -
915 WRITE (1,*) HOME,CLR
916 TITLE-'instrument Settings'
917 CALL Center(TITLE)
918 CALL LIne(NCOL)
919 WRITE (1,'(T4,AST20,A8,T40,A7)') 'INDEX', '-UNCTION','SETTING'
920 CALL LINE(NCOL)
921 WRITE (1,*) I
922 WRITE (0.410) '0:' ...... WAVELENGTH .............
923 &WAVELENGTH
924 WRITE (1,420) '1'' .... ORDINATE ............... .
925 &Pstr(I,PARAM(I)+I)
926 WRITE (1,420) '2: ..... ABSCISSA................
927 &Pstr(2,PARAM(2)+I)
928 WRITE (1,420) '3:',' ..... SCAN RATE (nm/se) .....
929 &Pstr(3,PARAM(3)+1)
930 WRITE (1,4201 '4: ..... CHART DISPLAY (nm/cm)..',
931 &Pstr(4,PARAM(4)+I)
932 WRITE (1,420) 5: ...... REFERENCE MODE ...........
933 &Pstr(5,PARAM(5)+1)
934 WRITE (1,430) 16: ...... SBW (nm), GAIN ......... .
935 &BAND,',',CAIN
936 WRITE (1,420) '7:, ..... PEN FUNCTION ...........
937 &Pstr(6,PARAM(6)+1)
938 WRITE (1,430) '8:' ..... PEI' LIMITS (Min,Max)...,
939 &PMIN,',' , PMAX
940 IF (PARAM(6).GT.1) WRITE (1,'(T40,A2,A2,AI4)') UP,ERASE,String
941 WRITE (1.420) '9:','...... RESPONSE TIME (sec) .... ', I
942 &Pstr(15,PARAM(15)+1)
943 WRITE (1,420) '10:' .... BEAM INTERCHANGE ....... 1.
944 &Pstr(16,PARAM(16)+1)
945 WRITE (1,420) ' .1:'. .... SLIT HEIGHT ............
946 &Pstr(23,PARAM(23)+1)
947 WRITE (1,420) 'X:' ...... EXIT Instrument Menu...','
948 410 FORMAT (T4,A3,T1O,A28,T40,F6.2) I
949 420 FORMAT (T4,A3,TIO,A28,T40,A14)

950 430 FORMT (T4,A3,TIO,A28,T40,F4.2,A,FS.2)
"951 WRITE (1,*) I
952 CALL Line(NCOL)
953 WRITE (1,*)
954 440 WRITE (I,*) UP.ERASE,' INDEX Code: ',BELL,'_'
955 READ (l.'(A2)') Key
956 CALL Upper(Key)
957 IF (Key.EQ.'X') CO TO MENU
958 N-ICHAR(Key(1 :1))-48 I
959 IF (Key(2:2).EQ.' ') GO TO 450
960 N-R*10+ICHAR(Key(2:2))-48
961 450 IF ((N.LT.0).OR.(N.GT.10)) GO TO 440 "
962 C -- - - - -I-- - - - - - - - - -- - - - - - - - - - - - - - -
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963 K-N - ! Save Index ;.:
964 IF (N.EQ.0) GO TO 460 1 Update Wavelength
965 IF (N.EQ.6) GO TO 470 I Update SBW/CAIN
966 IF (N.EQ.7) N-6 I Pen Function
967 IF (N.EQ.9) N-15
968 IF (N.EQ.10) N-16
969 IF (N.EQ.8) THEN I Update. Pen Limits
970 N-1 I Index For Deriv & Log
971 IF (PARAM(6).LE.1) THEN ! PEN - NORMAL Modes
972 IF (PARAM(1).NE.2) CO TO 520 ! Absorbance & %T Range
973 N-9 I Index For Temp. Range
974 END IF
975 END IF
976 CALL Select(N,PARAM,Pstr) ! Update Parameters
977 IF (K.EQ.5) THEN
978 WRITE (1,'(T12,A)') '_'

979 CO.TO 510
980 END IF
981 WRITE (I,'(T13,A2,A)') UP,'-_
982 GO TO PARAMETERS
983C
984 460 WRITE (1,*) UP,ERASE,' Wavelength - ',BELL,'_'
985 READ (1,*,ERR-460) NUMBER
986 IF ((NUMBER.LT.185.0).OR.(NUMBER.GT.3152)) GO TO 460
987 IF ((Bdet.EQ.1' ).AND.(NUMBER.GT.900.0)) THEN
988 WRITE (1,*) UP,ERASE,' UV/VIS Detector Limit - 900 nm',BELL
989 CALL Wait(2.0)
990 CO TO 460
991 END IFI 992 IF ((Bdet.EQ.'2').AND.(NUMBER.LT.700.0)) THEN
993 WRITE (1,*) UP.ERASE.' NIR Detector Limit - 700 rim'BELL
994 CALL Wait(2.0)
995 GO TO 460
996 END IF
997 CALL Str(NUMBERString,6)
998 Wlength-String(2:8)
999 WRITE (1,*) UPERASE,' Slewing to-,

1000 WRITE (1,'(F6.2,A4)') NUMBER,' run:'
1001 CALL GOTO(W1ength)
1002 CO TO INSTRUMENT
1003 C .....
1004 470 WRITE (1,*) UP,ERASE,'_'

-1-005 IF (PARAM(5).EQ.2) GO TO 480 ! AUTOSLIT Mode (Both Detectors)
1006 IF (PARAM(22).EQ.2) GO TO 480 ! NIR Detector -> AUTOSLIT Mode,
1007 IF (WAVELENGTH.CT.900.0) THEN
1008 CO TO 480 ! Lamda >900 rn -> AUTOSLIT Mode
1009 END IF
1010 IF (WAVELENGTH.GT.800.0) THEN
1011 IF (PARAM(22).EQ.0) GO TO 480 I AUTO Detector -> AUTOSLIT Mode
1012 END IF
1013 WR-PTE (1,*) ' Spectral Bandwidth: (0.04 - 3.60 rim) - ',BELL,'_'
1014 READ (1,*,ERR-470) BAND
1015 IF ((BAND.LT.0.04).OR.(BAND.CT.3.60)) CO TO 470
1016 CALL Str(BAND,StrIng,4)
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1017 Comnmand-Varset//9'//String(2:5)// !0'
1018 CALL Send(Coumuand)
1019 GO TO 510
1020 480 String-'(1 - 1275)'
1021 IF (PARAM(22).NE.2) Strlng-'(1 - 1000)' I
1022 WRITE (0,*) C GAIN: ',String(1:1O),' - '.BELL, '-
1023 READ (1,*,ERR-470) NUMBER
1024 IF ((NUMBER.LT. 1.0).OR. (NUMBER.GT. 1275.0)) GO TO 470
1025 IF ((NUMBER.GT. 1000.0).AND. (PARAM(22).NE.2)) CO TO 470
1026 TRANSFER-.FALSE.
1027 C AA-AA-AAA-AAA•.•-.A-.L." SPECIAL ENTRY POINT •

91028 C Baseline GAIN Request > 10*GAIN : Reset CAIN and RETURN*
1029 C A---***•*** - - ***************

1030 490 J-O
1031 RATIO-NUMBER/CAWN
1032 DO WHILE (RATIO.CT.10.0)
1033 J-J+!
1034 NUMBER-NUIMBER/10.0
1035 RAT I O-NUMBER/GA IN
1036 END DO
1037 CALL Str(NUMBER,String,4)
1038 Command-Varset//'S'//String(2:5)//'!0' I
1039 CALL Send(Command)
1040 DO 500 l-1,J
1041 NUIJER-NUIBER*10.0
1042 CALL Str(NUMBERString,4) I
1043 CALL Wait(2.0)
1044 Command-Varset//'5'//String(2:5)//'10'
1045 CALL Send(Comnmand)
1046 500 CONTINUE

1047 IF (TRANSFER) THEN I Return to Baseline Set'up
1048 GAIN-NUMBER I With instrument CAIN Matched I
1049 TRANSFER-.FALSE. ! To Requested Baseline Cain
1050. GO TO 220
1051 END IF'
1 0 5 2 C . . . . . . - ---.. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
1053 510 WRITE (1,*) UP,ERASE,' Waiting for CARY to settle: ',BELL,'_'
1054 CALL Wait(5.0)
1055 WRITE (1,*) I
1056 IF (K.EQ.5) WRITE (l,'(T12,A)') '_
1057 GO TO 560
10 5 8 C ---- --- --- --- --- --- --- --- --- --- --- --- -- . . . . . . . . . .
1059 520 N-8
1060 IF (PARAM(I).EQ.0) N-71061 I-N
1062 CALL Select'(I,PARAM,Pstr)

1063 !-I +OFFSET (N)

1064 CALL Val(Pstr(N,I),NUMBER)
1065 ZERO-O.0 I
1066 IF (N.EQ.8) THEN
1067 .rF (NUMBER.GT.100.0) CO TO 550
1068 GO TO 530 "
1069 END IF

I
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1070 IF (N ,NIBER.CE.I.0) THEN
1071 NUMBER-4.0-NUMBER .2

1072 CO TO 530
1073 END IF
S1074 NUMBER-3.0
1075 530 WRITE (i,'(TI3,A2,A2,AI8)') UP,ERASE,' Zero Suppress: _
1076 IF (N.EQ.8) THEN
1077 WRITE (1,*) (0 - 100%) - ',BELL,'-'

1078 CO TO 540
1079 END IF
1080 WRITE (I,'(A9,F4.2,A4,A,A)') '(-0.5 to ',NUMBER,') - ',BELL,'_$
1081 540 READ (I,*,ERR-530) ZERO
1082 IF (N.EQ.8) THEN
1083 IF ((ZERO.LT.O.0).OR.(ZERO.GT. 100.0)) GO TO 530
1084 GO TO 550
1085 END IF
1086 IF.((ZERO.LT.-O.5).OR.(ZERO.GT.NUMBER)) GO TO 530
1087 550 CALL Str(ZEROString,3)
1088 Pcode-'0'
1089 IF (N.EQ.8) Pcode-':'
1090 Commnand-Varset//Pcode//String(1:5)//'tO'
1091 CALL Send(Command)
1092 WRITE (1,'(T12,A)') '_'
1093 560 WRITE (1,*) UP, '_

1094 GO TO PARAMETERS
10956C

1097 C
1098 C Lamp and Detector Mode Selection
1099 C

1101 C
1102 570 CALL Partable(PARAM)
1103 WRITE (1,*) HOME,CLR,
1104 TITLE-'Lamp & Detector Modes'
1105 CALL Center(TITLE)
1106 CALL Line(NCOL)
1107 WRITE (1,'(TI5,A5,T27,A8,T47,A4)') 'INDEX','FUNCTION','MODE'
1108 CALLLine(NCOL)
1109 WRITE (1,*)
1110 WRITE (1,580) '1: ..... LAMP POWER .......... ..

"1111 &Pstr(20,PARAM(20)+I)
1112 WRITE (1,580)"*2: ..... LAMP SELECT ........ 1,

1113 &Pstr(21,PARAM(21)+1)
1114 WRITE (1,580) '3: ..... DETECTOR SELECT ..... ..

1115 &Pstr(22,PARAM(22)+I)
1116 WRITE (1,580) ?X: ..... EXIT TO MENU...
1117 WRITE (1,*)
1118 CALL LINE(NCOL)I 1119 580 FORMAT (T16,A30,AI4)
1120 WRLTE (1,*)
1121 590 WRITE (1,'(T15,A2,A2,A9,A,A)') UPERASE,'INDEX #: ',BELL,'_*
1122 READ (1,80) Code
1123 CALL Upper(Code)
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( I
1124 IF (C6de.EQ.'X') CO TO ADVANCED
1125 U-ICHAR(Code)-48 I
1126 IF ((N.LT.1).OR.(N.GT.3)) GO TO 590
1127 *-(N-1)+20
1128 CALL Select(N,PARAMPstr)
1129 GO TO LAMP
1130 C
"1131 C "
1132 C

1133 C Accessory Mode Selection
1134 C
1135 C -
1136 C

1137 600 CALL Partable(PARAM)
1138 DO'610 1-1,2 I
1139 Access(I)-'OFF'

1140 ASCII-(I-i)+48
1141 Pcode-.CHAR(ASCII)
1142 Command-Accoff//Pcode//CSM
1143 WRITE (UNIT-38,FMT-*,IOSTAT-N,ERR-999) Command
.1144 READ (UNIT-38,FMT-620,IOSTAT-N,ERR-999) Response
1145 IF (Response(2:2).EQ.'P') THEN U
1146 Access(l)-'ON'
1147 Command-Accon//Pcode//CSM
1148 CALL Send(Command)
1149 END IF
1150 610 CONTINUE
1151 620 FORMAT (A64)
1152 630 WOITE (1,*) HOME,CLR
1153 TITLE-'Accessory Control'
1154 CALL Center(TITLE)
1155 CALL Line(NCOL)
1156 WRITE (1,'(T15,A5,T27,A8,T460A4)') 'INDEX'.'FUNCTION'.'MODE'
1157 CALL LIne(NCOL)
1158 WRITE (1,*)
1159 WRITE (1.640) *I: ... TEMPERATURE READOUT... ',Access(l)
1160 WRITE (1,640) 12: ... PRINTER ............... ',Access(2)
1161 IF'(Access(2).EQ.'ON') THEN
1162 WRITE (I,'(T49,A2,A3,AI2)') UP,' : 'jPrfnter(IP) I
1163 END IF
1164 WRITE (1,640) 'X: ... EXIT TO MENU ......... '

1165 WRITE (1,*) I
.1166 CALL LIne(NCOL)
1167 640 FORMAT (T16,A30,A4)
1168 WRITE (1,*)
1169 650 WRITE (I,'(T15,A2,A2,A9,A,A)') UP,ERASE,'INDEX #: ',BELL,'_'
1170 READ (1.80) Code
1171 CALL Upper(Code)
1172 IF (Code.EQ.'X') CO TO ADVANCED
1173 I-ICHAR(Code)-48
1174 IF-t(!.LT.1).OR.(I.GT.2)) GO TO 650
1175 ASCI!-(I-I)+48 I
1176 Pcode-CHAR(ASCII)
1177 660 WRITE (I,'(TI4,A2,A2,A)') UP,ERASE,','
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1178 WRITE"(!,*) '(OFF-O, ON-1) ? ',BELL,'"
1179 READ (1,'(12)',ERR-660) ASCII
1180 Code-CHAR(ASCII+48)
1181 IF ((Code.NE.'O').AND.(Code.NE.'I')) GO TO 660
1182 Command-'@F'//Code//Pcode//CSM
1183 CALL Send(Command)
1184 IF (Code.EQ.'.O') GO TO-699
1185 IF (I.EQ.1) THEN
1186 N-9

* 1187' CALL Select(N,PARAM,Pstr)
1188 GO TO 699
1189 END IF

1191 WRITE (1,*) HOME,CLR
1192 TITLE-'Prfnter Mode'
1193 CALL Center(TITLE)
1194 CALL Line(NCOL)
1195 WRITE (1,'(TI5,A5,T27,A8,T46,A4)-) 'INDEX' .'FUNCTION','MODE'
1196 CALL Line(NCOL)
1197 WRITE (1,'(T46,A14)') Pstr(40,PARAM(40))
1198 WRITE (1,670) '1: ..... WAVELENGTH ......
1199 WRITE (1,670) '2: ..... TIME .................

1 1200 WRITE (1,670) '3: ...... TEMPERATURE .........
1201 WRITE (1,*)
1202 CALL Line(NCOL)
1203 670 FORMAT (T16,A30)

.1 1204 WRITE (1,*)
1205 680 WRITE (I,'(TIS,A2,A2,A9,A,A)') UP,ERASE,'INDEX #: ",BELL,'_"
1206 READ (1,'(12)',ERR-680) IP
1207 IF ((IP.LT.I).OR.(IP.CT.3)) CO TO 6801208 ASCi !-( P-1)+48
1209 Pcode-CHAR(ASCII!)1210 690 WRITE (I,-(TIS,A2,A2,A11,A,A)') UP,ERASE,'INTERVAL -,BELL,-_'

1211 READ (1,*,ERR-690) NUMBER
1212 CALL Str(NUMBER,String,4)
1213 Command-'@M'//Pcode//String(1:5)//' !0'
1214 CALL Send(Command)
1215 699 Command-'@DFO' I Update Cary Accessory Display
1216 CALL Send(Comrnand)

I 1217 CO TO 600
1218 C

I~5
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I
1219 C " -------
1220 C
1221 C Store Spectrum
1222 C
1223 C
1224. C1225 700 !f ((Sstat.NE.'ACQUIRED').AND.(Sstat.NE.'STORED')) THEN

1226 WRITE (I,*) UP,ERASE,' Spectrum Is ABSENT: ',BELL,'_*
1227 CALL Wait(2.0) I
1228 WRITE (1,*)
1229 GO TO 70
1230 END IF
1231 IF (ABS(XMIN-ABSC).CT.0.5) THEN

1232 710 WRITE (1,*) UP,ERASE,' SCAN ENDED AT' ,ABSC,' nm (Expected:',1233 , MIN,'), Proceed (Y or N) ? *,BELL,'_'

1234 READ (1,80) Icode
1235 CALL Upper(Icode)
1236 IF (Icode.EQ.'N') CO TO 70
1237 IF (Icode.NE.'Y') CO TO 710
1238 END IF
1239 TITLE-'Store Spectrum'
1240 720 WRITE (1,*) HOME,CLR I
1241 CALL Center(TITLE)
1242 CALL Line(NCOL)
1243 WRITE (1,*)
1244 WRITE (1,*) ' Researcher''s Initials, (AA-ZZ) ? ',BELL, '_
1245 READ (I,'(A2)') INITIALS
1246 CALL Upper(INITIALS)
1247 String-' .S'//INITIALS I.
1248 WRITE (1,*) DOWN
1249 WRITE (1,*) UP,ERASE,' Filename: (16 chars.) 7 ',BELL,'.'
1250 READ (1,'(A16)') Name I
1251 CALL Upper(Name)
1252 K-16
1253 DO WHILE (Name(K:K).EQ.' ')
1254 K-K-I1
1255 END DO
1256 Fname-Nane(1:K)//String(1:4)
1257 WRITE (1,*) DOWN,' Directory, (Return- /DEFAULT/) 7 ',BELL,'_'
1258 READ (1,'(A40)') Directory
1259 IF (Directory.EQ.' ') THEN
"1260 Outfile-Fname

.1261 GO TO 730
1262 END IF
1263 L-40
1264 DO WHILE (Directory(L:L).EQ.' ')
1265 L-L-1
1266 END DO
1267 IF (Directory(L:L).EQ.'/') L-L-I I
1268 Outfile-Directory(1:L)//'/'//Fname
1269 730 L-63
1270 DO WHILE (Outrlle(L:L).EQ.' ')
1271 L-L-I I
1272 END DO

I
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1273 740 WRiT.E'(i,*) DOWN,' Validating: ',OutfiIe(1:L),' -

1274 OPEN (UNIT-66.FILE-Outfile(1:L),IOSTAT-N,STATUS-'NEW')
1275 WRITE (1,*)
1276 IF (N.NE.0) THEN
1277 N-N-500
1278 WRITE (1,*) UP,ERASE, ''

.1279 IF (N.EQ.2) WRITE (1,*) ' FILE EXISTS: ',BELL,'_'
1280 IF (N.EQ48) WRITE-(1,*) ' FILE OPENED: ',BELL,'#_
1281 IF ((N.NE.2).AND.(N.NE.8)) WRITE (1,*) ' DISK ERROR # ',N,
1282 & BELL.'
1283 CLOSE (UNIT-66,STATUS-'DELETE')
1284 CALL Wait(2.0)
1285 GO TO' 720
1286 END IF
1287 IF (Code.EQ.'R') GO TO 790
1288 WRITE (1,*) UP,ERASE,' Validated Filename: ',Fname
1289 WRJTE (1,*) DOWN,' Title, (72 chars):'
1290 WRITE (1.*) ' ',BELL,'_'
1291 READ (1,750) TITLE
1292 750 FORMAT (A72)
1293 WRITE (1,*) DOWN,' Date, (MM/DD/YY): ',BELL,'_'
1294 READ (1,760) DATE
1295 760 FORMAT (AS)
1296 WRITE (1,*) DOWN
1297 770 WRITE (1,*) UP.ERASE,' Concentration, (M): ',BELL,'_'
1298 READ (1,*,ERR-770) CONC
1299 IF (CONC.LT.0.0) GO TO 770
1300 WRITE (1,*) DOWN
1301 780 WRITE (1,*) UP,ERASE,' Pathlength, (cm): ',BELL,'_'
1302 READ (1,*,ERR-780) PATH
1303 IF (PATH.LT.0.0) CO TO 780
1304 C
13G5 790 J-49 ! # of Parameters
1306 K-14 ! # of Variables
1307 VARIABLE(6)-SPECCAIN !. Store GAIN At 'Smax

- 1308 VARIABLE(10)-SPECBAND ! Store SBW At Smmn
1309 WRITE (1,*) DOWN,' Storing File: ',Outfill(I:L),BELL
1310 WRITE (66,FMT-750,IOSTAT-fJ,ERR-820) TITLE
1311 WRITE (66,FMT-760,IOSTAT-N,ERR-820) DATE
1312 WRITE (66,FMT-*,IOSTAT-N,ERR-820) XMIN,XAAX,XSTEPCONC,PATH
1313 WRITE (66.FMT-*,IOSTAT-N,ERR-820) ORD,ABSCCELLCYCLESAMPLE,
1314 &WAVE,TIMER,TEMP,DIST

--1315 WRITE (66,FMT-800,IOSTAT-N,ERR-820) J.K,NARRAY
1316 800 FORMAT (13,13,16)
1317 WRITE (66,FMT-810,IGSTAT-N,ERR-820) (PARAM(I),i-1,J)
1318 810 FORMAT (12)
1319 WRITE (66,FMT-*,IOSTAT-NERR-820) (VARIABLE(l),I-1,K)
1320 WRITE (66,FMT-*,IOSTAT-N,E.RR-820) (Y(I),I-I,NARRAY)
!321 'WRITE (66,FMT-*,IOSTAT-N,ERR-820) (X(I),I-!,NARRAY)
1322 CLOSE (UNIT-66, IOSTAT-N, ERR-820, STATUS-' KEEP')
1323 Ssat-' STORED'
1324 CALL Wait(2.0)
1325 GO TO MENU
1326 C ----------------------------------- -----.--------------
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1327 820 WRITE'(I,*) UPERASE,' Disk Error O'.N,BELL,' :j.
1328 WRITE (1,*) 'R...RESAVE,,X...EXIT to Menu ? ',BELL,*'3E0 I
1329 READ (1,80) Code
1330 IF ((Code.NE.'R')'.AND.(Code.NE.'X')) GO TO 820
1331 WRITE (i,*) UPERASE,' Deleting Old File: ',Outfile(I:L),BELL,
1332 &' _I

1333 CLOSE (UN IT-66, IOSTAT-N, ERR-820, STATUS-' DELETE')

1334 CALL Wait(2.O)I
1335 IF (Code.EQ.'R') CO TO 720
1336 Fname-' '
1337 Sstat-'ACQUIRED'
1338 CO TO MENU
1339 C
1340 C l
1341 C

1342 C Exit Program
1343 C
1344 C -

1345 C
1346 900 IF (Sstat.EQ.'ACQUIRED') THEN
1347 WRITE (1,*) UP,ERASE,' SPECTRUM NOT STORED:',
1348 & ' Exit (Y or N) ? ',BELL,'_'

1349 READ (1,80) Code
1350 CALL Upper(Code)
1351 IF (Code.EQ.'N') GO TO 70 I
1352 IF (Code.NE.'Y') GO TO 900
1353 END IF
.1354 910 WRITE (1,*) UP,ERASE,' Set To STANDBY, (Y or N) 7 ',BELL,'_' •i
1355 READ (1,80) Code
1356 CALL Upper(Code)
1357 IF (Code.EQ.'N') CO TO 920
1358 IF (Code.NE.'Y') GO TO 910 I
1359 CALL Send(Standby)
1360 920 WRITE (1,*) UP,ERASF,UP
1361 STOP
1362 C
1363 C

1364 C
1365 C IEEE-488 Error Exit
1366 C
1367 C -

1368 C
--1369 999 WRITE (1,*) ' Error #',N
1370 STOP
1371 END

I
" ~I

I
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1373 C ***********END OF MAIN PROGRAM ***********

1374 C
1375 C BLOCKC DATA FOR NAMED COMMO0N BLOCK INITIALIZATION

1376 C
1377 C *.A...A.
1378 C
1379 $ALIAS /MODE/,NOALLOCATE
1380 $ALIAS /CARY/,NOALLOCATE
1381 $ALIAS /IP/,NOALLOCATE
1382 $ALIAS /IS/.NOALLOCATE
1383 BLOCK DATA Arrays
1384 INTEGER NDATA,XM.ODE,YMODE
1385 INTEGER NPAR(49),OFFSET(49)
1386 REAL ORD,ABSC.CELL,CztCLESAMPLE,WAVE,TIMER,TEMP,DIST

1387 CHARACTER Pname(49)*t0.Vname(14)*g
1388 COMM4ON /MODE/NDATA,XM~ODE,YMODE
1389 COMM~ON /CAR`Y/ORD,ABSCCELL,CYCLE,SAMPLE,WAVE.TIMER.TEMP,DIST
1390 COMM4ON /IP/NPAR,OFFSET
1391 COMM4ON /IS/Pname,Vname
1392 C
1393 DATA NDATA,XMODE,ThODE/0,0,0/I1394 DATA ORD,ABSC,CELL,CYCLE,SAMPLE,WAVE,TIMER.,TEMP,DIST/0.0,0.0,0.0.
1395 &0.0,0.0,0.0,0.0,0.0,0.0/
1396 C
1397 DATA NPAR/6,4,11,11,4,S,9,7,4,5,11,16,8,10,4,2,2,2,24,43,3, 2,3,

1403 DATA PnamET/'Ordinate' 11,,00.,ý0,,'Asisa,'cn ae ,0'Cbart/cm',

1404 &'Ref.Mode','Pen Functn','A range','%T Range','Temp.Range',
1405 &'Log Zero','Der.Range','Der.Temp','Kinet.Rnge','Teinp.Zero',

1406 &'Period','Beam Chge'.'Sequencer','Auto.Op','Chart Op',

1407 &'Lamp Pwrl,'Lamp Sel','Det.SeI','Slit Hgt','BLN Det'.
1408 &'BLN Lamp','BLN Ref','BLN Slit','No.cells','Sample',
1409 &'Cturv.Fit','Rec.Prec','Method','Result','Auto Kin',
1410 &'Samp/Av. Se ',''l,'BIN Stat',' ','Printer'.',0
1411 &'TEST','TEST','TEST','TEST','TEST','TEST','TEST'/
1412 C
1413 DATA Vname/'A zero'.'BL SBW/C','BL Wmax','BL Wmin',

.1414 &!Cyc Time','SeI Gain','Ncycles','Nwlngths','Rec Time',
1415 &'SeI SBW','%T Zero','SEQ Wmax','SEQ Wmin','Distance'/
1416 C
1417 END
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1418 C
1419 C -- -- - -- - -- - -- -- - -- - -- - -- -- - -- - -- - ---- -- -

1420 C
1421 C Select Mode of Operation for Specific Parameter
1422 C
1423 C
1424 C
1425 $ALIAS /iP/,NOALLOCATE
1426 $ALIAS /IS/,NOALLOCATE
1427 SUBROUTINE Select(N,.PARAM,Pstr)
1428 INTEGER ASCIi,IJ,IK,N,NCOL
1429 INTEGER NPAR(49),OFFSET(49),PARAM(49),INDEX(11)
1430 CHARACTER Pname(49)*lO,Pstr(49,16)*14,Vname(14)*8
1431 CHARACTER Command*44.CSM, Icode,Key*2,PcodeParset*2 ,TITLE*72
1432 CHARACTER BELLCLR*2, ESC, ERASE*2, DOWN*2, HOME*2, UP*2
1433 COMMON /IP/NPAR,OFFSET,/IS/Pname,Vname
1434 DATA CSM,Key,Parset/'O'.'@D','@H'/
1435 DATA (INDEX(I),1-1,11)/I,3,4.6,7,9,10,12,13,15,16/
1436 BELL-CHAR(7)
1437 ESC-CHAR(27)
1438 CLR-ESC//'J'
1439 DOWN-ESC//'B'I
1440 ERASE-ESC//'K'
1441 HOME-ESC//'h'
1442 UP-ESC//'A'
1443 NCOL-50
1444 10 WRITE (1,*) HOME,CLR
1445 TITLE-'Operating Mode Selection'
1446 CALL Center(TITLE)
1447 CALL Line(NCOL)
1448 WRITE (1,'(TI5,A5,T30,AI0)') 'Index',Pname(N)
1449 CALL Line(NCOL)
1450 WRITE (1,*)
1451 DO 20 I-1,NPAR(N)
1452 J-I+OFFSET(N)
1453 IF ((N.EQ.4).AND.(J.EQ.5)) J-1 I Chart Index Offset
1454 IF (N.EQ.11) THEN I Derivative Modes
1455 J-INDEX(I) I Use Valid Index
1456 IF ((PARAM(I).NE.0).AND.(I.LE.4)) GO TO 20
1457 END IF
1458 WRITE (1,30) I,': ........ Pstr(N,J)
1459 20 CONTINUE
1460 30 FORMAT (T16,12.AIOT30,AI4)
1461. WRITE (1,*)
1462 CALL Line(NCOL)
1463 WRITE (1,*)
1464 40 WRITE (I,'(TI5,A2,A2,A9,A,A)') UP,ERASE,'Index 0: ',BELL,'_'
1465 READ (1,'(12)',ERR-40) K
1466 IF ((K.LT.1).OR.(K.GT.NPAR(N))) GO TO 40 ! Invalid Index Entry
1467 IF (PARAM(I).NE.0) THEN
1468 -JF ((K.EQ.5).AND.(N.EQ.6)) GO TO 40 ! Only Log(Abs) Valid
1469 IF ((K.LE.4).AND.(N.EQ.1I)) GO TO 40 I Invalid Dernv Index
1470 END IF
1471 IF ((N.EQ.38).AND.(K.GT.2)) CO TO 60 ! Baseline Setup Mode
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1472 IF (N.EQ.11) K-INDEX(K) ! Index To Deriv Mode
1473 50 ASCII-(K-I)+OFFSET(N)+48
1474 IF ((N.EQ.4).AND.(K.EQ.1)) ASCII-ASCII-4 ! Chart Index Ofrset
1475 Icode-CHAR(ASCil)
1476 ASCII-(N-1)+48
1477 Pcode-CHAR(ASCII)
1478 Command-Pa'rset//Pcode//Icode//CSM
1479 CALL Send(Command)
1480 IF ((N.EQ.6).AND.(K.GT.2)) THEN I Special Pen Modes
1481 N-11 ! Derivative Modes
1482 IF (K.EQ.5) N-10 I Log(Abs) Mode
1483 GO TO 10 t Select Setting
1484 END IF
1485 N-K
1486 RETURN
1487 60 IF (K.EQ.4) GO TO 40
1488 Pcode-CHAR(48+N-1)
1489 Command-Parset//Pcode//'O'//CSM Set Status To OFF
1490 CALL Send(Command)
1491 Command-Key//'10' I Key - 1
1492 CALL Send(Command)
1493 Command-Key//'-O' ! Key - ENTER
1494 CALL Send(Command)
1495 Command-Key//'hO' I Key - RIGHT CURSOR
1496 IF (K.EQ.3) GO TO 70
1497 CALL Send(Command)
1498 70 CALL Send(Command)
1499 CALL Send(Command)
1500 Command-Key//'-0' I Key - ENTER
1501 CALL Send(Command)
1502 N-K
1503 IF (K.EQ.5) N-2
1504 RETURN
1505 END
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ISO6C
1506 C

1507 C
1508 C
1509 C Baseline Scan Control
1510 C
1511 C
1512 C
1513 SUBROUTINE BIlne(WMiN,WMAX,Bdet,Bgain,BlampBperiodBrate,Bref,
1514 &Bsbw,Bslit,Bscan,Btime,MATCH,MODE)
1515 INTEGER INDEX,MODE,N,NCOL
1516 REAL NUIMBER,WMIN,WMAX
1517 LOGICAL MATCH,MONITOR
1518 CHARACTER*(*) Bdet,Bgain,Blamp.Bperiod,Brate,Bref
1519 CHARACTER*(*) Bsbw,Bslit,Bscan,Btime
1520 CHARACTER Bgbw*4,BELL,CodeCLR*2,DOWN*2,ERASE*2,Esc,HOME*2,UP*2
1521 CHARACTER Bmin*6,Bmax*6,Command*44,Response*64,String*14
1522 CHA•RACTER Autobal*4,Blstat*5,Start*4.TITLE*72
1523 DATA Autobal.Bistat,Start/'@DU0','@GIU0','@DPO'/
1524 Esc-CHAR(27)
1525 BELL-CHAR(7)
1526 CLR-Esc//'J'
1527 DOWN-Esc//'B'
1528 ERASE-Esc//'K'
1529 HOME-Esc//'h'
1530 UP-Esc//'A'
1531 MONITOR-.FALSE. For Testing Routine ONLY
1532 NCOL-70
1533 IF (YMAX.GT.800.0) WMAX-VWAX+0.2' I * Cary Baseline Bug Fix *
1534 CALL Str(WAX,String,5)
1535 Bmax-String(2:7)
1536 IF (WMI1N.GT.800.0) WMIN-WMIN-0.2 I * Cary Baseline Bug Fix *
1537 CALL. Str(WMIN,String,5)
1538 Bmin-Strlng(2:7)
1539 Bgbw-Bsbw I Only One Of SBW Or GAIN Is
1540 IF (MODE.EQ.2) Bgbw-Bgain I Stored By Cary For Baseline
1541 C
1542 WRITE (1.*) HOMECLR
1543 TITLE-'Baseline Scan Control'
1544 CALL Center(TITLE)
1545 CALL Line(NCOL)
1546 WRITE (1,10) DOWN,' Wavelength Limits, (nm): ',WMAX,' /'.WMIN
1547 10 FORMAT (T2,A2,A27,F4.1,A3,F4.1) []
1548 WRITE (1,*) DGWN,' Scan Rate, (nm/sec) : ',Bscan
1549 WRITE (1,*) DOWN,' Response Time, (sec) : ',Btime
1550 IF (MODE.EQ.1) THEN I
1551 WRITE (1,*) DOWN,' Spectral Bandwidth,(nm): ',Bsbw
1552 GO TO 20
1553 END IF
1554 WRITE (l,*) DOWN,' AUTOSLIT Cain Level ',Bgain h
1555 20 WRITE (1,*) DOWN

1556 WRITE (1,*) DOWN,' Place Solvent Cells In BOTH Beams:'

1557 WRITE (1,*) DOWN,' S ..... Start Scan' "
1558 WRITE (1,*) DOWN,' A ..... Abort Scan'

1559 WRITE (1,*) DOWN,' Enter the CODE: '"BELL.'_'
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1560 30 READ.(i,'(A1j') Code.
1561 CALL Upper(Code)
1562 IF (Cod..EQ.'A') THEN
1563 MATCH-.FALSE.
1564 RETURN
1565 END IF
1566 IF (Code.NE.'S') GO TO 30
1567 WRITE (1,*) UP,ERASE,UP,UP,ERASE,UPUP,ERASE,UP,UP,ERASE,'_
1568 WRITE (1.*) 'Sending Baseline Parameters: ',BELL
1569 Couumand-'@J '//Bmax//' !'//Bmin//' I'//Bgbw//' I'//Bref//' £'II.
1570 &Blarnp//' I'//Bdet//' l'//Bslit//1' P//`Brate//t,1//Bperiod//'!0'
1571 WRITE' (UNIT-38,FMT-*, IOSTAT-N,ERR-999) Command
.1572 READ (UN IT-38. FMT-40, JOSTAT-N,ERR-999) Response
1573 40 FORMAT (A64)
1574 IF (Response(2:2).EQ'N') THEN
1575 INDEX-ICHAR(Response(4:4))-48
1576 WRITE (1,*) UP,ERASE,' Parameter Error: ',INDEX,BELL
1577 CALL Walt(2.0)
1578 MATCH-.FALSE.
1579 RETURN
1580 END IF
1581 WRITE (1,*) UP,ERASE,' Recording Baseline:1,BELL
1582 CALL Send(Start)
1583 50 Command-Bistat
1584 IF (MONITOR) WRITE (1,*) ' Command - ',Command
1585 WRITE (UNIT-38,PMT-*. iOSTAT-N,ERR-999) Command
1586 READ (UNITý-38,FMT-40, IOSTAT-N,ERR-999) Response
1587 IF (MONITOR) WRITh (1,*) ' Response - ',Response
1588 INDEX-ICHAR(Response(6:6))-48
1589 IF (INDEX.NE.1) CO TO 50
1590 WRITE (1,*) UP,ERASE,' Performing Auto Balance:1,BELL
1591 CALL Send(Autobal)
1592 CALL Wait(2.O)
1593 RETURN
1594 999 WRITE (I,*) 'Error #',N,' in SUBROUTINE Bline'
1595 STOP
1596 END
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I
1597 C "-,I
1598 C

1599 C
1600 C Go To Specified Wavelength
1601 C
1602 C
1603 C
1604 SUBROUTINE GOTO(Wlength)
1605 INTEGER LENSTR
1606 CHARACTER Ascit,CSMSIew,ModelNcell,RangeWindex
1607 CHARACTER Coma.nd*4,Key*2
1608 CHRACTER*(*) Wlength
1609 CSM-'C'
1610 Key-'@D'
1611, Comrmand-Key//'J'//CSM I Key C OTO WAVELENGTH
1612 CALL Send(Command)

1613 LENSTR-LEN(Wlength)
1614 DO 10 i-l,LENSTR
1615 Ascii-Wlength(I:I)
1616 IF (Ascii.EQ.' ') GO TO 10
1617 IF (AsciI.EQ.'.') Ascii-':'
1618 Command-Key//Ascii//CSM I Key - NIUBER (0-9)
1619 CALL Send(Command)
1,620 10 CONTINUE
1621 Command-Key//'-'//CSM' I Key - ENTER
1622 CALL Send(Command)
1623 20 CALL lnstats(Slem,Model,NcelI,RangeWindex)
1624 IF (Slew.NE.'0') GO TO 20
1625 RETURN
1626 END
1627 C
1628 C
1629 C
1630 C Inmtrument Status Test
1631 C
1632 C
1533 C
1634 SUBROUTINE Instats(SIew,Model,NcelI,Range,Wlndex)
1635 INTEGER N
1636 CHARACTER Slew,ModelNceIl,Range,Wlndex
1637 CHARACTER Stats*3,Data*12
1638 Stats-'@B0'
1639 10 WRITE (UNIT-38,FMT-*,IOSTAT-N,ERR-999) Stats
1640 READ (UiIT-38,FMT-20,IOSTAT-N,ERR-999) Data
1641 20 FORMAT (A12)
1642 Slew-Data(4:4)
1643 Model-Data(5:5)
1644 NcelI-Data(6:6)
1645 Range-Data(7:7)
1646 Windex-Data(8:8)
1647 RETURN
1648 999 WRITE (l,*) Error #,N, In SUBROUTINE Instats'
1649 STOP
1650 END
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Ut.
"1651 C
1652 C
1653 C
"1654 C Read Parameter Table. From CARY 2390
1655 C
1656 C
1657 C
1658 SUBROUTINE Partable(PARAM)
1659 INTEGER LENSTR,N,INDEXPARAM(49),
1660 LOGICAL TEST
1661 CHARACTER Command*3,Response*64,AsciI
1662 TEST-.FALSE.
1663 Command-'@E0'
1664 WRITE (UNIT-38,FMT-*,IOSTAT-N,ERR-999) Command
1665 READ (UNIT-38,FMT-10.IOSTAT-N,ERR-999) Response
1666 10 FORMAT (A64)
1667 IF. (TEST) WRITE (1,*) ' RESPONSE - ',Response
1668 Ascii-Pesponse(4:4)
1669 LENSTR-ICHAR(Ascii)-48
"1670 IF (TEST) WRITE (1,*) ' String Length -',LENSTR
1671 DO 20 I-I.LENSTR
1672 J-1+4

j 1673 Ascii-Response(J:J)
1674 IF (TEST) WRITE (1,*) ' ASCII Character - ',Ascii
1675 INDEX-ICHAR(Ascil)-48
1676 PARAM(I)-INDEX
1677 IF (TEST) WRITE (l,*) S Parameter Index -',PARAM(1)
1678 20 CONTINUE
1679 RETURN
1680 999 WRITE (1I*) ' Error #',N,' in SUBROUTINE Partable'
1681 STOP
1682 END
1683 C
1684 C
1685 C
1686 C Read Variable Table From CARY 2390
1687 C
1688 C

1689 C
1690 SUBROUTINE Vartable(VARIABLE)
1691 INTEGER LENSTR(14),N
1692 REAL NU.4BER,VARIABLE(14)

-.1693 LOGICAL TEST
1694 CHARACTER Ascii,CSM,.Command*5,Response*64,String*14,Varout*3
1695 DATA (LENSTR(I),I-l,14)/14,11.11.11,10,10,8,8,8,11,11,11.11,11/
1696 TEST-.FALSE.
1697 CSM-'0'
1698 Varout-'@;2'
1699 DO 10 1-1,14
1700 J-I-1
1701 AstII-CHAR(J+48)
1702 Command-Varout//Ascii//CSM
1703 IF (TEST) WRITE (1,*) ' Command - ',Command
1704 WRITE (UNIT-38,FMT-#,IOSTAT-N,ERR-999) Command
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1705 "RED (UNIT-38,FlT-20, IOSTAT-N,ERR-999) Response.
1706 IF (TEST) WRITE (1,*) ' Response - ',Response
1707 String-Response (6: 6+LENSTR( i))
1708 IF (TEST) WRITE (1,*) ' String - ',String
1709 CALL Val(String,NUMBER)
1710 VARIABLE(I)-NUM4BER
1711 IF (TEST) WRITE (1,*) ' VALUE -',VARIABLE(I)
1712 10 CONTINUE
1713 20 FORMAT (A64)
1714 RETURN
1715 999 WRITE (1,*) * Error #0,N,' In SUBROUTINE Vartable'

,1716 STOP

1717 END
1718 C I
1719 C-----------------------------------------------------------------
1720 C
1721t C Print a TITLE Centered in 72 columns
1722 C E
1723 C
1724 C
1725 SUBROUTINE Center(TITLE)
1726 INTEGER I,JN

,1727 CHARACTER TITLE*72. BLANK*36
1728 BLANK-'
1729 1-72
1730 J-O
1731 DO WHILE (ICHAR(TITLE(!:!)).EQ.32)
1732 J-J+l
1733 1-72-J
1734 END DO
1735 N-J/2
1736 WRITE (1,*) BLANK(I:N),TITLE(1:I)
1737 RETURN
1738 END
1739 C
1740 C
1741 C
1742 C Print a line of N '-' characters (72 columns max)
1743 Cl
1744 C

1745 C
1746 SUBROUTINE Line(N)
"1747 INTEGER I,N
1748 CHARACTER BLANK*72,DLINE*72,SPACE*36,
1749 SPACE-'
1750 BLANK-SPACE//SPACE
1751 SPACE-' --------------------------------------
1752 DLINE-SPACE//SPACE
1753 IF (N.GT.72) N-72
1754 1-(72-N)/2
1755 WRiTE (1,*) BLANK(1:I),DLINE(I:N)
1756 RETURN I
1757 END

I
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1758 C
1759 C
1760 C
1761 C Enter and Validate Wavelength Limits
1762 C

1764 C
1765 SUBROUTINE Limits(MIN,MAX)1 1766 REAL MIN.MAX,SWAP
1767 CHARACTER BELLERASE*2,ESC,UP*2

, 1768 BELL-CHAR(7)
1769 'ESC-CHAR(27)
1770 ERASE-ESC//' K'
1771 UP-ESC//'A'
1772 10 WRITE (1,*) UP,ERASE, '
1773 WRITE (1,*) ' Wavelength Limits: (Min,Max) ' ERASE,BELL,'
1774 READ-(1,*,ERR-10) MIN,MkX
1775 MIN-ABS(MIN)
1776 MAX-ABS(MAX)
1777 IF (MIN.LT.MAX) CO TO :.0
1778 SWAP-MIN
1779 MIN-MAX
1780 MAX-SWAP
1781 20 MIN-INT(MIN+.5)

. 1782 MAX-INT(MAX+.5)
1783 IF (MIN.LT.185) CO TO 10
1784 'IF (MAX.CT.3152) GO TO 10
1785 RETURN
1786 END
1787 C
1788 C ........
1789 C
1790 C Convert String Entry To Uppercase If Required
1791 C
1792 C
1793 C
1794 SUBROUTINE Upper(Code)

.. 1795 INTEGER LENSTR•N
1796 CHARACTER*(*) Code
1797 LENSTR-LEN (Code)
1798 DO 10 I-1,LENSTR
1799 N-ICHAR(Code(i:I))
"1800 IF (N.CT.96) Code(I:l)-CHAR(N-32')
1801 10 CONTINUE
1802 RETURN
1803 END
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I. I
1804 C -I
1805 C

1806 C
1807 C Read Data In Real Time (INTERVAL) Mode From CARY 2390
1808 C
1809-C ------------------------------------------------.............. --

1810 C
1811 $EMA/DATA/
1812 SUBROUTINE Acquire(Inc,PRINT,SINCLE,WAVELENGTH)
1813 INTEGER N,NCOL,NDATA,XMODE,YMODE,XOFF(4),YOFF(6)
1814 REAL ORD,ABSC,CELL,CYCLE.SAMPLE,WAVE,TIMER,TEMP,DIST
1815 REAL X(10001),Y(10001),WAVELENCTH
1816 CHARACTER Command*10,Data*64, !nc*4,Esc,DOWN*2,ERASE*2,UP*2
1817 CHARACTER S1*8,S2*8,S3,S4,S5*3,S6*8,S7*6,S8*6,S9*7
1818 LOGICAL CHECK,PRINTSINGLE,TEST
1819 COMMON /MOUE/NDATA,XMODE, YMODE
1820 CM4MON /CARY/ORD,ABSC,CELL,CYCLE,SAMPLE,WAVETIMERTEMP,DIST
1821 COMMON /DATA/YX
1822 DATA (XOFF(i),I-I,4)/7,5,5,6/
1823 DATA (YOFF(I), i-I,6)/7,6,5,6,11,6/
1824 Esc-CHAR(27)
1825 UP-Esc//A'A
1826 DOWN-Esc//'B'
1827 ERASE-Esc//'K'
1828 CHECK-.FALSE. I Only Used For Testing RoutinelI
1829 TEST-.FALSE. I Only Used For Testing Routine 14

1830 J-2+YOFF(YMODE) ! The First Two Fields In Data String
1831 K-J+2 I Vary In Length With Choice Of Abscissa I
1832 L-K+XOFF(XMODE) I And Ordinate - XMODE & YMODE Select
1833 M-L+2 ! The Correct Offsets From XOFF/YOFF
1834 NCOL-70
1835 IF (.NOT.PRINT) CO TO 20
1836 CALL Line(NCOL)
1837 WRITE (1,10) 'Ordinate','Abscissa','CelI','Cycle','Sample',
1838 &'Wlength','Time','Temp,C','Dist' I
1839 10 FORMAT (AI0,AI0,A5,A6,A7,AIO,A8,A8,A8)
1840 CALL Line(NCOL)
1841 WRITE (1,*) DOWNI
1842 20 Command-'@Kl1'//Inc//' !0'
1843 IF (TEST) WRITE (1,*) ' Command - ',Command
1844 WRITE (UNIT-38,FMT-*, IOSTAT-N,ERR-999) Command
1845 IF (SINGLE) THEN I

"1846 READ (UNIT-38,FMT-30,IOSTAT-N,ERR-999) Data
1847 S6-Data(M+9:M+16)

1849 RETURN

1850 END IF
1851 30 FORMAr (A64)
1852 DO 100 I-1,NDATA
1853 READ (UNIT-38.FMT-30, IOSTAT-N,ERR-999) Data
1854 C 4f.(CHECK) WRITE (1,30) Data
1855 SI-Data(2:J) I Ordinate - Variable Length Field - I
1856 S2-Data(K:L) ! Abscissa - Variable Length Field
1857 S3-Data(Y!:M) ! Remaining' Fields Are Fixed Length 3
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is858 54-Data(.M+2:M4-3)
1859 SS-Data(MS5:147)
1860 S6-Data(M4-9:M'+16)
1861 S7-Data(M4+18:M+23)
1862 S8-Data(Mt25:M+30)
1863 S9-DataQ(4+32:M+38)
1864 C IF (CHIECKC) WRITE (1,*) Sl,S2,S3,S4,S5,S6,S7,S8,S9
1865 CALL Val(SI,ORD)
1866, CALL VaI(S2,ABSC)
1 '867 CALL Vai(S3,CELL)
1868 CALL Val(S4,CYCLE)
1869 CALL Vai(S5,SAMPLE)
1870 CALL VaI(S6,WAVE)
1871 -CALL VaI(S7,TIMER)I 1872 CALL Val(S8,TEMP)
1'873 CALL Val(S9,D3iST)
1874 Y(i)-ORD I Ordinate And Abscissa Stored In Arrays

1875 X(I)-ABSC ! /CAY/ Variables Return Final Readi~ng
1876 IF (.NOT.PRINT) GO TO 100
1877 WRITE (1,*) UP,ERASE.UP
1878 WRITE (1,40) ORD,ABSC,CELL,CYCLE,SAMPLE,WAVE,TIMER,TDE1P,DIST
1879' 40 FORMAT (FIO0.4,F1O.2,FS. 1,F6.1,F7.1,FIO.2-,F8.I, F8.2.F8.2)

1880 100 CONTINUE
* I1881 RETURN

I]1882 999 WRITE (1,*) 'Error #',N,' In SUBROUTINE Acquire'
1883 RETURN

1884 END
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I
1885 C -"
1886 C
1887 C

18898 C Convert ASCII String To Numeric! Value (IG Digits Max'm) I
1889 C 

I1890 C ... ... ... ..------ ----- ---- ----- ---- ----- ----- ---- ----- ----

1891 C
1892 SUBROUTINE Vai(String,VALUE)
1893 INTEGER DECPT,EXPONLENSTR,N,NNU(IO0)
1894 REAL VALUE i
1895 DOUBLE PRECISION MULTSICN,TEN,DECIMAL
1896 CHARACTER Ascii
1897 CHARACTER*(*) String
1898 LOGICAL INTECERTEST
1899 INTEGER-. TRUE.
1900 TEST-.FALSE. I Only Used For Testing The Routine
1901 J-l
1902 K-O
1903 DECPT-O
1904 SICN-1.0
1905 TEN-10.O I
1906 DECIMAL-0.0
1907 LENSTR-LEN(String)
1908 IF (TEST) WRITE (1,*) ' String Number - ',String
1909 IF (TEST) WRITE (1,*) ' String Length -',LENSTR I
1910 DO 100 I-1,LENSTR
1911 Ascfi-String(!:!)
1912 N"-ICHAR(Ascii) I
1913 IF ((N.CE.48).AND.(N.LE.57)) GO TO 20
1914 IF (N.EQ.46) INTEGER-.FALSE.
1915 IF (N.EQ.46) DECPT-K
1916 IF (N.EQ.45) SICN--1.0
1917 GO TO 100
1918 20. NUM(J)-N-48
1919 K-J I
1920 J-J+l
1921 100 CONTINUE
1922 IF ((DECPT.EQ.0).AND.(INTECER)) DECPT-K U
1923 DO 200 J-1,K
1924 EXPON-DECPT-J
1925 MULT-TEN**EXPON
1926 DECIMAL-DFCIMAL+NUM (J)*MULT

-1927 200 CONTINUE
1928 VALUE-SICN*DECIMAL
1929 IF (TEST) WRITE (1,*) Value -- ,VALUE
1930 RETURN

1931 END
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1932 C
1933 C
1934 C
1935 C Convert Number To ASCII String
1936 C
1937 C
1938 C
1939 SUBROUTINE Str(VALUEStringPREC)
1940 INTEGER ASCIIDECPTI,J,LENSTR,NDIGIT,NUMBER,PREC
1941 REAL VALUE
1942 DOUBLE PRECIS ION DECIMAL, FRACTIONTEN
1943 CHARACTER' Concat*14,Digit(12),Sign,String*14
1944 LOGICAL INTECER.TEST'
1945 INTEGER-.TRUE.
1946 TEST-.FALSE. I Only Used For Testing The Routine
1947 i•£CPT-O
1948 J-0

1949 TEN-10.0
1950 Sign- _
1951 Concat-'

1952 IF (TEST) WRITE (1,*) Value Entered- ',VALUE
1953 IF (VALUE.LT.0.0) Sign-'-'
1954 IF (VALUE.EQ.0.0) GO TO 100
1955 DECIMAL-ABS (VALUE)
1956 DO WHILE (DECIMAL.GE.1.0)
1957 DECIMAL-DECIMAL/TEN
1958 J-J+1
1959 END DO
1960 DECP`T-J
1961 IF (TEST) WRITE (1,*) ' # of Whole Digits: ',DECPT
1962 IF (DECPT.EQ.0) GO TO 30
1963 DO 20 J-IDECPT
1964 DECI MAL-DECIMAL*TEN
1965 NUMBER-INT(DECIMAL)
1966 ASCI I-NUMBER+48
1967 Digit(J)-CHAR(ASCII)
1968 FRACT I ON-DEC ! MAL-NUMBER
1969 DECIMAL-DINT(FRACTION*TEN**(PREC-J)+.5)/TEN**(PREC.-J)
1970 20 CONTINUE
1971 IF (.NOT.TEST) GO TO 30
1972 WRITE (1,*) ' The Whole Digits - '.(Digit(i), I-1,DECPT)
"1973 0 J-DECPT
1974 IF (TEST) WRITE (1,*) 1 Decimal Fraction- *,DECIMAL
1975 IF (DECIMAL.NE.O.0) INTEGER-.FALSE.
1976 IF (DECPT.CE.12) GO TO 40
1977 DO WHILE (DEC'MAL.NE.0.0)
1978 J-J+l
1979 DECIMAL-DECIMAL*TEN
1980 NUMBER-INT(DECIMAL)
1981 ASCI I-NUMBER+48
1982 Dlgit(J)-CHAR(ASCII)
1983 FRACT I ON-DEC I MAL-NUMBER
1984 DEC1MAL-DINT(i-RACTION*TEN**(PREC-J)-..5)/TEN**(PREC-J)
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1985 IF-.(DECIMAL.EQ.1.0) THEN
1986 DICIT(J)-CHAR(ASCII+1)
1987 DECIMAL-0.0
1988 END IF
1989 IF (J.CE.12) DECIMAL-0.0
1990 END DO
1991 40 NDIGIT-J
1992 IF (.NOT.TEST) CO TO 50
1993 WRITE (1.*) ' The Characters - ',(Digit(I). I-I,NDICIT)
1994 50 IF (NDICIT.CT.12) CO TO 200
1995 DO 60 I-I ,NDICIT
1996 Concat(I:I)-Digit(I)
1997 60 CONTINUE
1998 IF (INTECER) CO TO 80
1999 IF (DECPT.EQ.0) CO TO 70
2000 String-Sign//Concat (1 : DECPT)//' . '//Concat (DECPT+I: 14)
2001 RETURN
2002 70 String-Sign//'.'//Concat
2003 RETURN
2004 80 Strlng-Sign//Concat
2005 RETURNI
2006 100 String-' 0.0'
2007 RETURN
2008 200 WRITE (1,*) ' Error in data: (too many digits)'
2009 STOP
2010 END
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2011 C
S2012 C -- -- - -- -- - -- - -- -- - -- - -- -- - -- - ---- -------- ---

2013 C
2014 C' Send a Command String To. CARY 2390
2015 C

,2016 C "- .- -------------- --
2017 C
2018 SUBROUTINE Send(Command)
2019 INTEGER N
2020 CHARACTER*(*) Command
2021 CHARACTER Response*64
2022 LOGICAL'TEST
2023 TEST-.FALSE. I Only Used For Testing The Routine
2024 IF (TEST) WRITE (1,*) ' Command - ',Command
2025 WRITE(UNIT-38,FMT-*,IOSTAT-N,ERR-999) Command
2026 READ (UNIT-38,FMT-10,IOSTAT-N,ERR-999) Response
2027 10 FORMAT (A64)
2028 IF (TEST) WRITE (1,*) ' Response - ',Response
2029 RETURN
2030 999 WRITE (1,*) 'Error #',N,' In SUBROUTINE Send'
2031 RETURN
2032 END
2033 C
2034 C
2035 C
2036 C TERMINATE Real Time Transmission from CARY 2390
2037 C
2038 C
2039 C
2040 C Send UNTALK/UNLISTEN - '? to IEEE-488 Bus
2041 C
2042 SUBROUTINE Terminate
2043 C CALL CMDW(35,'_?',0) ! CHDW occasionally falls to UNADDRESS
2044 CALL ABRT(35,3) ! The ABRT command sends ' _?' reliably'
2045 RETURN
2046 E1D
2047 C
2 0 4 8 C _- . . .. . . . . . . . . . . . . . . . . . .
2049 C
2050 C Wait Specified Delay (sec)
2051 C
2052 C
2053 C
"2054 SUBROUTINE Waiz(DELAY)
2055, REAL DELAY,PERIOD,Tzero,Time
2056 PERIOD-0.0
2057 Tzero-Time(l)
2058- DO WHILE (PERIOD.LT.DELAY)
2059 PERIOD-Tlme(l)-Tzero

S2060 END DO
2061 RETURN
2062 END
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2063C C
2064 C ---------------------------------------------------------.------
2065 C
2066 C Read Time. (sec)rfrorm the HP 1000's RTE-6 Operating System
2067 C
2068 C Note: I is a dummy argument; no values are passed
2069 C

2071 C

2072 REAL FUNCTION Time(l)
2073 INTEGER ICODEITIME(5)
2074 ICODE-11
2075 CALL EXEC(ICODE,ITIME)
2076 Time-FLOAT( ITIME(1))/100.0+FLOAT( ITIME(2) )+FLOAT(ITIME(3))*60.0
2077 &+FLOAT(ITIME(4))*3600.0 I1
2078 RETURN
2079 END

i
i
I
I
I
I

I

.|I

II

Mrl"ýýTý "77ýT"M7"77


